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ABSTRACT

We describe a search for the pair production of second generation leptoquarks that

decay to muons plus other particles in 94 pb�1 of data taken with the D� detector

at the Fermilab Tevatron (center-of-mass energy
p
s = 1.8 TeV) from 1993{96. The

search places limits on the cross sections and mass of second generation leptoquarks

for various branching ratios and couplings. For both scalar leptoquarks decaying into

a muon and a quark the mass limit is 200 GeV/c2 while for one scalar leptoquark

decaying into a muon and a quark with the other scalar leptoquark decaying into a

neutrino and a quark the mass limit is 160 GeV/c2 at the 95% con�dence level.
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CHAPTER 1

INTRODUCTION

\If the universe is the answer, what was the question?"{ Leon Lederman

from his book The God Particle.

Particle physics is that branch of the physical sciences which concerns itself with

discovering the most basic building blocks of nature. As a philosopher looks at the

world and wonders what it all means, a particle physicist will wonder what it's all

made of. This quest for knowledge has a long tradition in western thought. It

began with Democritus, a Greek philosopher in the 5th century BC. He believed that

everything in the world was made up of small, indivisible chunks of matter called

atomos, the Greek word for indivisible. This philosophy has inuenced centuries of

philosophers and scientists and the work continues today.

The idea that the world was constructed out of small indivisible units of matter

received a large boost in 1872 when Dmitri Ivanovich Mendeleev [1] published the

periodic table of the elements. Using his table he was able to predict the properties

of yet undiscovered elements by empty places on the table. The elements became

known as atoms, in homage to the Greek ideal of the indivisible unit.

Unfortunately, the atoms of 19th century chemistry were not the ultimate building

blocks of nature. By the turn of the century (1897) J. J. Thompson [2] had discovered

the electron and with it the idea of atomic structure was born. Throughout the

next several decades chemists and physicists worked to understand the structure of

1
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the atom. The structure was �nally explained in light of a new theory, quantum

mechanics, which began with the idea in 1900 by Max Planck [3] that energy comes

in discrete bundles (quantization of energy). In 1911 Rutheford [4] found that the

atom is composed of two pieces { the nucleus, and the electrons in orbitals about it.

The shapes of the electron orbitals and the way in which they interacted with one

another could be explained by the new quantum theory. By 1919 it was known that

the nucleus was composed of particles known as protons, but the discovery in 1932

of the neutron by Chadwick [5] demonstrated the the the nucleus was composed of

two particles { the proton and the neutron bound together to form the nucleus.

In 1927, Paul Dirac [6] put the quantum theory together with another great theory

of 20th century physics, special relativity [7], to form relativistic quantum theory. In

doing so he also predicted the existence of antimatter, speci�cally the anti-electron or

positron. The positron has the opposite electrical charge from the electron (positive

rather than negative) but is otherwise the same. The positron was discovered by

Carl Anderson [8] in 1932.

The advent of modern particle physics as a distinct �eld of study began in the

1940s with the work of Feynman, Schwinger, and Tomonaga [9], who developed

quantum electrodynamics (QED). They used the quantum theory to quantize the

electromagnetic �eld theory. That is, they explained electromagnetic phenomena at

a basic level in terms of the exchange of photons (the particles of light).

As the 1940s and 1950s progressed, physicists began to discover more and more

particles. The particle accelerator had been born and was in wide use. The particle

accelerator uses powerful magnets and oscillating electric �elds to accelerate particles

and collide them with one another. The debris from the collision is examined and

conclusions may be drawn about the structure of the original particles. In order

to \look" into a particle (for example, a proton) one uses another particle (say, an
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antiproton). To penetrate deeply into the particles' structure one requires a high

momentum for the collision. Through the relativistic relation E2 = p2c2+m2c4, high

momentum translates into high energy. In fact, high energy physics is widely used

as a synonym for particle physics and the two terms will be used inter-changeably

throughout this work.

By 1960 the number of supposedly fundamental particles had proliferated without

any apparent organizing principle. Then Murray Gell-Mann [10] proposed the SU(3)

group and the eight-fold way. The SU(3) group was to particle physics what the

periodic table of the elements had been to chemistry: a superb organizing principle

built empirically without any underlying rational. Gell-Mann even predicted the

existence and properties of an undiscovered particle based on an empty space in one

of his octets, much as Mendeleev had predicted the existence of unobserved atoms

90 years before.

The organizing principle underlying the eight-fold way was discovered by Gell-

Mann and George Zweig [11] a few years later when they independently proposed the

quark model. The quark model proposed that all of the particles in the eight-fold way

were combinations of three fundamental particles called quarks. They were known

as the up, down and strange quarks. Some particles (baryons) were combinations

of three quarks. Other particles (known as mesons) were combinations of a quark

and an antiquark. Later, it was found that the quarks carried a new type of charge,

analogous to the electric charge, known as color. Color charge came in three types

as opposed to the two charges in electromagnetic theory. The color charges are red,

green and blue (R,G,B). Although the quark model could explain the structure of

the eight-fold way few physicists took it literally. Nobody had ever seen a quark or

any evidence of structure in the baryons or mesons.
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That changed in 1969 when experimental results began to suggest that the proton

had substructure [12]. It was still unclear just what these particles were however.

In 1974 a fourth quark was discovered [13] and the quark model took it's place as a

fundamental theory in particle physics. Also in the 1970s, a new theoretical structure

was being developed [14] called quantum chromodynamics (QCD). It was based on

ideas taken from Feynmans' quantization of electromagnetism. The Standard Model

of particle physics began to take shape.

Throughout the 1970s, 1980s and up to the present, physicists have worked to

complete the Standard Model. The particles it predicts have been searched for and

(except for one { the Higgs particle) have been found [15]. The theories have been

put together into a self-consistent whole. However, there is also a considerable body

of opinion among high energy physicists that the Standard Model is not the ultimate

theory of particles and their interactions. There are a number of reasons for this, a

few of which we will touch upon here.

There is a strong feeling among many in the high energy physics community

that the Standard Model is incomplete. Some theorists (especially those for whom

mathematical elegance is the primary recommendation of a theory) think that the

Standard Model is an ad hoc collection of unrelated theories cobbled together

without a unifying scheme. Another discouraging factor is that gravitation, the

most important of the physical forces in the macroscopic world, is not included in

the Standard Model. No one has yet succeeded in developing an experimentally

veri�able theory of quantum gravity. There is also the so-called naturalness problem

(discussed in section 2-4). For these reasons, among others, physicists have been

motivated to search for physics beyond the Standard Model.

This work describes such a search. The search is for a hypothetical particle known

as a leptoquark, because it has properties in common with both quarks and leptons.
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The search was conducted at the D� collider detector located at the Fermi National

Accelerator Laboratory in Batavia, IL. This dissertation is organized as follows. This

chapter has been a brief introduction to particle physics and its history. Chapter 2

will describe the Standard Model of particle physics in more detail, while chapter

3 will develop the necessary theoretical considerations to understand a search for

leptoquarks. Chapter 4 will describe the experimental apparatus. Chapters 5 and 6

will give the speci�cs of the search. Chapter 7 will describe the combination of the

various searches described in the preceeding two chapters and present overall results

in a uni�ed fashion. Chapter 8 will present some concluding thoughts. Finally,

two appendices are included which present in detail two of the techniques used for

the reader who is unfamiliar with them. Appendix A describes the calculation of

con�dence intervals in Bayesian statistics and Appendix B discusses neural networks.



CHAPTER 2

THE STANDARD MODEL

\It is a good idea not to put too much faith in experimental results until

they are con�rmed by theory." { Sir Arthur Eddington

2.1 Introduction

From the particle physics point of view the elementary particles consist of the

\leptons" and \quarks" having spin = 1
2
�h, the \bosons" having integral spin, and

the \hadrons". �h is the reduced Planck constant �h � h=2� = 1:05� 10�34Js. The

leptons enter the mathematical models as doublets; the electron and its associated

neutrino (e�; �e), the muon and muon neutrino (��; ��), and the tau and tau neutrino

(��; �� ). There are four vector bosons (spin = �h): the massless photon (), and the

three massive vector bosons of the weak force, theW+;W�, and the Z0. The hadrons

are further divided into \mesons" (particles having integer spin S = 0;�1�h;�2�h; : : : )
and the \baryons" (particles having half-odd integer spin S = �1

2
�h;�3

2
�h; : : : ). This

chapter presents a review of the theoretical basis of particle physics and relies heavily

on references 16{18.

Leptons and vector bosons are believed to be fundamental. That is, they have no

substructure down to a length scale of approximately 10�18m. In the mathematical

models they are therefore treated as elementary �elds in the lagrangian which

describes their dynamical interaction. Hadrons, however, have been known for some

time to have a de�nite size (of the order of 1fm = 10�15m) and to be composed of
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more elementary particles known as quarks. There are six known types (or avors)

of quarks, (u; d; s; c; b; t) for up, down, strange, charm, bottom, and top respectively.

The guiding principles for the construction of mathematical models in particle

physics are Lorentz invariance, local gauge invariance and the principle of least action.

Local gauge invariance is the requirement that the Dirac equation gives the same

result when the quantum mechanical wave function ( ) undergoes a phase change

where the phase factor (�) is a function of the coordinate system (� = �(x)). Thus,

the Dirac equation must remain invariant when

 (~x; t)!  0(~x; t) = ei�(x) (~x; t) (2.1)

The Standard Model [19] of particle physics is a highly successful example of

a minimal theoretical formulation based on these principles. The mathematical

structure of the Standard Model proceeds from the mathematical theory of groups

(group theory). Group theory deals with collections of objects (i.e. groups) which

share similar properties under various transformations. The group with which the

Standard Model is concerned is

SU(3)C 
 SU(2)L 
 U(1)Y (2.2)

In eqn. 2.2 S denotes \Special" (determinant = +1), U denotes \Unitary", the

numbers in the parentheses refer to the dimension of the group and 
 is the direct

product of the groups. So SU(2) is a special unitary group of 2 � 2 matrices

whose members have the property that det(M) = +1 and MMy = MyM =

I; 8 M � SU(2), where I is the identity matrix. The subscripts on the groups

refer to the physical property that connects the elements of the group. \C" refers to

the color charge, \L" to the weak isospin and \Y " the weak hypercharge.
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The SU(3)C gauge group is the symmetry group concerned with interactions

proceeding via the strong nuclear force. This group acts on the quarks which are the

elementary constituents of mesons and baryons, and is mediated (or transmitted) by

the gluons (g) which are the gauge bosons of the group. The quarks and gluons are

�elds which carry the color charge which comes in three types, R;G;B as opposed

to the two charges of the electromagnetic �eld (�). The \coupling" (strength of the

force) between quarks and gluons is denoted by �s, which may be greater than one. At

high energy, �s is su�ciently small that perturbation theory may be applied. �s is not

a constant term, but changes with the energy scale. As an example, when evaluated

at the Z0 mass (energy scale), �s � 0:118. The symmetry in SU(3)C is exact with

the consequence that the gluons are massless. The theory concerned with strong

interactions based on the SU(3)C group is known as Quantum Chromodynamics

(QCD).

The SU(2)L 
 U(1)Y gauge group is the symmetry group of the uni�ed electro-

magnetic and weak nuclear interactions. SU(2)L is the weak isospin group while

U(1)Y is the hypercharge group. At low energies (< 250 GeV ) the SU(2)L 
 U(1)Y

symmetry is broken into the U(1)em group describing electromagnetic interactions

whose gauge boson is the massless photon and an associated coupling strength of

�em = e2=c�h � 1=137 (2.3)

at zero momentum, where e is the electric charge of the electron. The other

residual group, SU(2)L, describes the weak nuclear interactions. The mathematical

method of symmetry breaking (known as the Higgs mechanism [20]) requires that

the gauge bosons of this group acquire mass. The gauge bosons are the W� and the

Z0.
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Table 2.1. The fermions of the Standard Model.

q = 2
3
e quarks q = �1

3
e quarks q = �e leptons q = 0 leptons

u d e �e

c s � ��

t b � ��

The Standard Model fermions (quarks and leptons) are summarized in table 2.1.

The particles are grouped by electric charge (q) and mass (increasing down the table).

Each member particle listed has a corresponding antiparticle. Quarks carry fractional

electric charge (in units of the charge of the electron �e). The charges of the quarks
are 2

3
e (u,c,t) and �1

3
e (d,s,b). The leptons have integer charges �e (e,�; �) or 0

(neutrinos).

The fermions interact with one another via the three forces contained in the

Standard Model. The forces are: the strong nuclear force, the weak nuclear force,

and the electromagnetic (EM) force. The interactions are described in terms of the

exchange of fundamental vector bosons (spin 1, obeying Bose-Einstein statistics).

The bosons { or quanta of the various �elds { are the photon () which mediates the

EM force, the gluon (g) which mediates the strong nuclear force, and the W� and

Z0 bosons which mediate the weak nuclear force. The fourth of the physical forces,

gravitation, is not contained in the framework of the Standard Model. Although it

is important on a macroscopic scale it is very weak and does not play an appreciable

part in interactions among fundamental particles.

The electromagnetic force is an interaction between particles having electric

charge. It has an in�nite range and is responsible for the attraction between electrons

and the atomic nuclei.
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Table 2.2. The fundamental interactions of physics

Interaction Relative Strength quanta Mass (GeV=c2) Range

Strong 0:118 8g 0 10�15m

EM 1=137  0 1
Weak 10�5 W�/Z0 80.22/91.17 10�18m

Gravity 10�38 G(?) 0 1

The strong nuclear force is a strong, short-range force that a�ects particles that

carry color charge. Unlike the electric force, the strong charge comes in three types

known as red, green, and blue (R,G,B). The strong force is responsible for binding

together the nucleus of an atom and the quarks within the nucleons.

The weak nuclear force is a weak force with very short range. It exists between

any of the leptons and quarks. It is responsible for things like the radioactive � decay

of a nuclei. The strength of the weak nuclear force is approximately 10�5. All of the

forces are summarized in table 2.2. The following sections will discuss each of the

Standard Model interactions individually.

2.2 Quantum Chromodynamics

Quantum Chromodynamics [21] (or QCD) was introduced in the early 1970s

to describe the hadrons in terms of a set of more elementary particles, known as

quarks. To fully describe what we observe in nature, six quarks are required. Like

the leptons the quarks are pointlike (no observed structure) fermions having spin

S = �1
2
�h. Baryons are composed of three quarks B = (qa; qb; qc) and mesons

a quark-antiquark pair M = (qa; qb). Making these assignments one obtains the

half-integer spin of the baryons and the integer spin of the mesons after accounting
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for the orbital angular momentum of the quarks within the hadrons. The quarks

have electric charges in units of 1
3
e, so that the hadrons have only integer electric

charge. The only problem at this point is that to describe the mass spectrum of the

hadrons using a baryonic wave function requires a symmetry under the interchange of

the quarks: qa $ qb. This symmetry violates Fermi-Dirac statistics, which applies to

particles having half-odd integer spins. The problem is cured with the introduction

of a new quantum number, the color, and the requirement that each quark comes in

three colors (qa)
T = (q1a; q

2
a; q

3
a), where 1,2,3 are the color indices. The baryonic wave

function is then totally antisymmetric under a color interchange

B =
X
i;j;k

(qia; q
j
b ; q

k
c ) (2.4)

while the mesonic wave function is constructed as

M =
X
i

(qia; q
i
b) (2.5)

All observed particles have the property that they are unchanged by a rotation in

the SU(3)C group. Composite particles have no net color charge, a property known as

con�nement. This is analogous to the idea that atoms are neutral although they are

composed of electrically charged particles. This colorless state has the immediate

consequence that the only physically allowed combinations of quarks are those in

which the color charges add to zero. Therefore, quarks may come in groups of three,

one of each color for no net color, or in groups of two, a color and its complement.

(Since larger groupings of quarks are simply multiples of 2 or 3 they are interpreted

as combinations of non-fundamental particles rather than as extended groupings of

quarks).
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The generators of the SU(3)C group are 8 (3 � 3 � 1) matrices which are both

traceless and hermitian. Traceless means that the sum of the diagonal elements is

zero, while hermitian means that the complex transpose of the matrix is equal to the

original matrix. The generators are denoted as �i with i = 1; 2; : : : ; 8 and are known

as the Gell-Mann matrices. The diagonal matrices are taken as:

�3 =

0
BBB@
1 0 0

0 �1 0

0 0 0

1
CCCA�8 =

r
1

3

0
BBB@
1 0 0

0 1 0

0 0 �2

1
CCCA (2.6)

having simultaneous eigenvectors

R =

0
BBB@
1

0

0

1
CCCA ; G =

0
BBB@
0

1

0

1
CCCA ; B =

0
BBB@
0

0

1

1
CCCA (2.7)

QCD is mediated by massless vector bosons (spin = 1�h) called gluons. The gluons

come in eight color combinations:

RG;RB;GR;GB;BR;BG;

r
1

2
(RR�GG);

r
1

6
(RR +GG� 2BB) (2.8)

the SU(3)C singlet
q

1
3
(RR + GG + BB) carries no net color charge and hence

is not a mediator in color interactions.

The strong coupling parameter �s is not a constant, rather, it changes with the

energy scale,

�s(jq2j) = 12�

(11n� 2f) ln(jq2j=�2)
(jq2j � �2) (2.9)

where q is the momentum transfer, n = number of colors (3, in the Standard

Model), f = number of avors (6, in the Standard Model), and � is an energy scale,
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100MeV < � < 500MeV . At low energies, �s is nearly 1. However, at higher

energies �s < 1 (as noted in table 2.2, �s � 0:12 when evaluated at the Z0 mass,

q = mZ0 = 91 GeV=c2). Since this is so, QCD calculations may use perturbation

theory for short distance (i.e. high energy) interactions. Thus, the theory is known

as \asymptotically free". This means that at very short distances (e.g., inside the

radius of the proton) the quarks behave as if they were free particles. As the distance

between them increases the strength of the force also increases. This has important

consequences for this work. In pp collisions (such as those at the Tevatron) two

quarks may be knocked out of the (anti)proton. As they move away from each

other the potential energy between them increases with the distance. Thus it is

soon energetically favorable for a new qq pair to be created from the vacuum rather

than for the energy between the original pair to continue increasing. This process is

known as hadronization. The same situation applies for gluons, which also carry a

color charge. In the environment at the Tevatron, quarks and gluons are detected

as highly collimated \jets" of hadrons. These jets will play an important role in this

work.

2.3 Electroweak Interactions

The theory underlying the U(1)em symmetry group is Quantum Electrodynamics

[18] (QED), �rst proposed by Dirac in 1927 and developed by Feynman, Schwinger,

and Tomonaga in the 1940s. In QED a free electron is described by a four component

spinor which corresponds to a spin state Jz = �1
2
�h. The negative energy states

are interpreted as antiparticles. The antielectron (positron) was discovered by Carl

Anderson in 1932, validating the basic ideas of QED. The generator of the U(1)Y

symmetry group is the weak hypercharge Y .
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The SU(2)L symmetry group corresponds to the weak nuclear interaction. Its

generators are the three components of the weak isospin (I). The generators are

written as Pauli matrices Ii = �i where

�1 =

0
@0 1

1 0

1
A ; �2 =

0
@0 �i
i 0

1
A ; �3 =

0
@1 0

0 �1

1
A (2.10)

with i � p�1. While the weak and EM interactions appear unrelated at low

energies (e.g., q2 �M2
W , where q is the momentum transfer of the interaction), they

become uni�ed at higher energy scales (i.e. q2 � M2
W ). This is represented by the

Weinberg-Salam SU(2)L � U(1)Y group, known as the electroweak interaction. The

fundamental vector bosons of the group are massless isovector triplets W i
� (i = 1, 2,

3) for the SU(2)L group and a massless isosinglet B� for the U(1)Y group. The Higgs

mechanism [20] is used to spoil, or break, the symmetry of the group at low energies

and to give mass to the vector bosons. Two of the W i
� acquire a mass and become

the W�; one linear combination of the B� and W 3
� becomes the Z0, while another

becomes the photon. This mechanism requires the introduction of a new particle into

the Standard Model { the Higgs particle (H). The H is an isospin doublet of scalar

mesons that generate the particle masses as a result of a self-interaction. The Higgs

particle is the last remaining unobserved particle in the Standard Model.

The interaction of the fermions with the �elds W� and B� is described by a

lagrangian density L and the fermionic currents

L = gJ�W� + g0JY� B� (2.11)

where J� and JY� are the isospin and hypercharge currents of the fermions

respectively. g and g0 are the couplings to the W� and B�. They are related by
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e = g sin(�W ) = g0 cos(�W ) (2.12)

where �W is known as the weak mixing angle (sin(�W ) � 0:23).

The weak charged current interaction is parity violating while the electromagnetic

interaction is parity conserving. Parity violating weak interactions connect left-

handed states (e.g., �� and �) whereas the parity conserving interaction applies to

both left and right handed states. The lepton states consist of a left-handed doublet

and a right-handed singlet:

 L =
1

2
(1 + 5)

0
@��
�

1
A ; (T =

1

2
; Y = �1) (2.13)

 R =
1

2
(1� 5)(�

�); (T = 0; Y = �2) (2.14)

while the relevant states for the quarks are:

 L =
1

2
(1 + 5)

0
@u
d

1
A (2.15)

 R = uR or dR (2.16)

In eqns. 2.11{14 above T and Y are the generators of the SU(2)L and U(1)Y

gauge transformation groups. For low energies (q2 �M2
W ) the masses of the bosons

may be written as
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MW� =

 p
2g2

8GF

!
=

 p
2e2

8GF sin
2(�W )

!
(2.17)

MZ0 =

�
MW�

� cos2(�W )

�
(2.18)

M = 0 (2.19)

where GF is the Fermi constant (GF=(�hc)
3 = 1:17 � 10�5GeV �2), and � is a

constant scale factor measured to be 1 in all experiments to date.

2.4 Beyond the Standard Model

Although the Standard Model has been tested repeatedly and found to be in good

agreement with the experimental evidence, there are reasons to believe that it is not

the ultimate theory of fundamental particles and their interactions. The Standard

Model is an ad hoc choice of the gauge groups, it contains no explanation for the

apparent symmetry between the quark and lepton sectors (i.e. the similarity between

the family and generational structure seen in table 2.1). There is no reason within

the Standard Model framework for the number of generations.

There is also the naturalness problem. This refers to the �ne tuning necessary

for the parameters in the Standard Model so that it agrees with experiment. As

an example, consider the mass of the Higgs boson. This particle is required in the

Standard Model to induce spontaneous symmetry breaking and to give mass to the

other particles. The Higgs mass (mH) is quadratically divergent; m
2
H = m2

0+ �m
2
H �

m2
0 � g2�2 to lowest order in perturbation theory. m0 is the \bare" Higgs mass,

g is a dimensionless coupling constant and � is the energy scale. mH is thought



17

to be comparable to the electroweak scale (O(250 GeV=c2)). If g2 � 1 and � is

O(MGUT ) (10
16 GeV=c2) or O(MP lanck) (10

19 GeV=c2) then m0 must be adjusted so

that m2
0�g2�2 � m2

H . This requires a �ne-tuning over 30 orders of magnitude. This

seems an unnaturally precise adjustment to make in a fundamental theory.

There is also the problem that gravity cannot be included in the Standard Model.

As stated before, the gravitational interaction is su�ciently weak that it plays no role

in fundamental particle interactions. Nonetheless, a theory which does not include

one of the four forces of physics is probably not a fundamental theory.

Finally, there is the problem of uni�cation. While there is no empirical evidence

for it, most physicists believe that the four forces are di�erent aspects of a single,

uni�ed force that would be apparent at su�ciently high energies scales (e.g., MGUT

or MP lanck, the scale available at the moment of the big bang). Within the Standard

Model, this is not possible. Thus, many physicists believe that a new theory is

required which goes beyond the Standard Model. While we shall not be concerned

with the particulars of these theories in this work, a brief description of some of

them is included for completeness. To date, no conclusive experimental evidence for

physics beyond the Standard Model has been observed.

2.4.1 Grand Uni�ed Theories

Grand Uni�ed Theories [22] (GUTs) propose a single interaction to describe

the electromagnetic, weak and strong interactions which have a single coupling at

some uni�cation scale (O(MGUT )). They postulate a new spontaneous symmetry

breaking analogous to that already present in electroweak theory to account for the

di�erent couplings seen in nature (at a much lower energy scale). The simplest of

the GUT theories is based on the SU(5) symmetry group which incorporates the

SU(2); SU(3), and U(1) symmetry groups within it. However, the SU(5) group has
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been ruled out because it predicts that protons will decay with a half-life which has

been excluded by experiment. Other examples of GUT theories are string theory,

which postulates the existence of strings of matter as the fundamental constituents

of nature, and superstring theory, which incorporates a supersymmetry (see below)

into string theory. These theories have the advantages of mathematical elegance and

that they incorporate gravity in a natural fashion. They have the disadvantage that

they require at least 11 dimensions to work.

2.4.2 Supersymmetry

The most popular theories beyond the Standard Model today are supersymmetric

theories [23] (SUSY). This class of theories postulates a relation between the bosons

and the fermions in the Standard Model. Each Standard Model particle has a

superpartner (called a sparticle) with spin di�ering by 1
2
�h, but with the other

quantum numbers remaining the same. Thus the Standard Model bosons have

superpartner fermions and the Standard Model fermions acquire superpartner bosons.

The superpartners cancel the quadratic divergences in the masses of the Standard

Model particles thus yielding �nite results to calculations without �ne-tuning.

2.4.3 Leptoquarks

Leptoquarks [24], hypothetical particles that carry both lepton and baryon

quantum numbers, arise in a natural fashion in several theories beyond the Standard

Model. Particles which carry both lepton and baryon number are not allowed within

the framework of the Standard Model, thus any search for leptoquarks (LQ) is

necessarily a search beyond the Standard Model. Leptoquarks also carry fractional

electric charge and SU(3)C color. Leptoquarks may be either scalar (spin = 0) or

vector (spin = 1�h) bosons. Vector LQ may have Yang-Mills couplings or anomalous

couplings to the gauge bosons of the Standard Model (, g, W�, and Z0). Vector
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leptoquarks with Yang-Mills couplings are fundamental gauge bosons, while those

with anomalous couplings may be bound states of a quark and a lepton. Leptoquarks

o�er a possible explanation for the symmetry between the quark and lepton sectors

of the Standard Model.

The search described in this work is as model independent as a new phenomena

search can be. This is because we look for LQ which are pair produced in pp collisions.

The production of the LQ pair comes from gluon splitting (g ! LQLQ) and is

therefore a strong interaction described by QCD rather than any new theory. The

following chapter will set forth the relevant LQ phenomenology necessary to fully

understand the search.



CHAPTER 3

LEPTOQUARK PHENOMENOLOGY

\It is a capital mistake to theorize before one has data. Insensibly one

begins to twist fact to suit theory instead of theory to suit fact." { Sir

Arthur Conan Doyle.

3.1 Overview

Within the Standard Model there is a symmetry observed between the quarks and

the leptons. This symmetry is shown in table 2-1 at the beginning of the previous

chapter. The structure of the particle groupings by mass and electric charge is the

same. The rows in the table are known as families, the columns as generations.

Thus the statement that the quarks and leptons in the Standard Model have the

same family and generational structure. There is nothing in the Standard Model to

account for this symmetry. However, the existence of such a symmetry hints at a

possible underlying relation between the two types of particles at a fundamental level.

This is a very attractive possibility o�ering the chance to express the fundamental

particles of nature as di�ering aspects of a more fundamental type. Theories beyond

the standard model which attempt to incorporate this symmetry almost universally

predict the existence of some type of leptoquark. We are indebted to the work found

in reference 17 for his excellent summary of leptoquark phenomenology.

Leptoquarks are particles that provide the common ground between leptons and

quarks. They carry both lepton and baryon number, they couple both to leptons

20
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and quarks, carry fractional electric charge and integer spin (they are bosons).

Leptoquarks are color triplets under SU(3)C . In those theories where lepton and

baryon number are conserved individually, leptoquarks could have masses of the

order of the electroweak scale (mW � 80 GeV=c2) without causing proton decay

more rapidly than allowed by experimental constraints. Leptoquarks can take on

many quantum numbers depending on the particular model used. They may have

spin 0, 1, or 2; electric charge �4
3
;�1

3
; 2
3
, or 5

3
; isospin 0, 1

2
or 1; baryon number �1

3
;

and lepton number � 1.

3.2 Leptoquarks in Theoretical Models

Leptoquarks could exist as bound states of leptons and quarks in an extension to

the Standard Model known as the strong-coupling con�ning standard SU(2)L�U(1)Y
electroweak model [25]. In this model the conventional SU(2)L�U(1)Y lagrangian is

used. Two additional assumptions are made. The �rst is that the SU(2)L coupling

constant becomes large at a mass � (� � O(250 GeV/c2)) which sets the energy scale

for weak interactions. The second assumption is that no appreciable scalar (spin =

0) vacuum expectation value exists. This preserves the particle spectrum, as well as

the charged and weak current interactions of the SM. At energies near or above the

weak mass scale this theory diverges from the SM, with the strong coupling model

allowing quark-lepton bound states.

In Grand Uni�ed Theories [22], a leptoquark induces the transformation of a

quark into a lepton resulting in a strong similarity between the leptons and the

quarks as a naturally arising consequence of the uni�cation.

Leptoquarks arise in the SU(4) Pati-Salam [26] uni�cation model where quarks

are assumed to carry four colors. Three of these are the conventional colors of QCD

while the fourth represents lepton number. The uni�cation comes about by extending
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the SU(3) gauge symmetry to an SU(4) gauge symmetry. This results in leptoquarks

as exotic gauge mesons carrying baryon and lepton quantum numbers.

The Technicolor [27] model attempts to deal with some of the problems of the

SM such as the arbitrary choice of the scalar sector, the unknown decay modes of the

scalars, the ambiguity of the elementary scalar solution, and the lack of experimental

information about the number of SU(2)L weak-isospin doublets. Leptoquarks are

color triplet technipions with B = 1
3
and L = �1, which may decay into both quarks

and leptons.

Leptoquarks also arise in SU(5) uni�ed theories. If the SU(5) symmetry is

a remnant of an E6 invariance where particles are grouped in the 27-dimensional

representations suggested by superstring theories [28], leptoquarks would occur in

the 5 and 5* representations. The standard SU(5) leptoquarks would then have to

be very massive (MLQ � O(1010�1015 GeV=c2)) to avoid a rapid proton decay. This

comes about because the SU(5) invariance requires that leptoquarks also couple to

quark pairs. Leptoquarks with relatively low masses (O(mW )) can couple only to

quarks and leptons. The coupling to quark pairs is forbidden. This violates the

SU(5) symmetry.

The introduction of leptoquarks generally leads to contributions to rare decays

such as proton decay. Leptoquarks that have couplings that violate baryon or lepton

number conservation must be very massive to avoid such complications. However

they may still be as light as a few hundreds of GeV=c2 while still avoiding such

conicts. Additionally, if leptoquarks coupled to all leptons they would give rise

to avor-changing neutral currents. Such interactions are severely restricted [29] by

experimental data. Within this work we shall consider only leptoquarks which couple

within a single generation of quarks and leptons.
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3.3 Leptoquark Couplings

The most general interaction for a scalar leptoquark decaying to leptons and

quarks is given by the lagrangian

L = l
i
(�ij1 + �ij2 5)q

jS +H:C: (3.1)

where i, j are generation indices with j�ij1 j2 + j�ij2 j2 = (�ij)2 is the strength of the

leptoquark coupling, l and q are the lepton and quark doublets, and H:C: indicates

the hermitian conjugate of the preceding term. The coupling �ij can be expressed in

terms of the known electromagnetic coupling �em by

(�ij)2=4� = k�em (3.2)

where k is some unknown scaling factor. The existence of leptoquarks would

lead to an s channel contribution in the process e+e� ! qq in addition to the

exchange of  and Z bosons. By requiring that the qq production cross section

and the forward-backward asymmetry not deviate by more than 10% from the SM

expectations, Hewett and Rizzo [30] have placed a limit on the value of mLQ(k).

Leptoquarks with masses less than 150 GeV=c2 are ruled out for k > 0:5 while for

k > 5 leptoquarks with masses less than 450 GeV=c2 are excluded.

Flavor-Changing Neutral Currents (FCNC) are tightly constrained by experimen-

tal data [29]. Limits on the rare meson decays such as �� ! e�, D0 ! �+�� or

K� ! e� are consistent with relatively small leptoquark masses if the leptoquarks are

assumed to have chiral couplings. That is, a leptoquark could have either left-handed

(�1 = ��2) or right-handed (�1 = �2) couplings. In addition, leptoquarks would have

to satisfy two further conditions: 1) leptoquarks have three distinct generations as

do the leptons and quarks, 2) leptoquarks couple only within the generation (so that
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Figure 3.1. Feynman diagrams for the gluon-gluon sub-processes.

a �rst generation leptoquark would couple only to u and d quarks and e and �e

leptons, and similarly for the other generations). If these conditions are satis�ed,

leptoquarks with masses in the currently accessible range of energies could exist

within the experimental constraints.

In the search described herein we shall consider only leptoquarks which have

dimensionless couplings to fermions and which conserve baryon and lepton numbers.

Additionally, only leptoquarks which couple within a single generation and which

are SU(3)C 
 SU(2)L 
 U(1)Y invariant are considered. Leptoquarks with spin =

0 (scalar leptoquarks, SLQ) and spin = 1 (vector leptoquarks, VLQ) are considered.

Finally, only leptoquarks with electric charge �1
3
or 2

3
are considered.

3.4 Leptoquark Pair Production

At hadron colliders such as the Tevatron leptoquarks may be produced in pairs

(LQLQ) in strong interactions via gluon-gluon fusion, qq annihilation or gluon-quark

interactions. The leptoquark pair production is then a strong interaction (proceeding

via the strong nuclear force). The dominant mode is gluon-gluon fusion [31{33].
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Figure 3.2. Feynman diagrams for the quark-quark sub-processes.

The Feynman diagrams for leptoquark pair production via gluon-gluon (gg) fusion

are shown in �g. 3.1. The cross section (to leading order for SLQ) is given by

�gg(gg! LQLQ) =
��2

s

6ŝ" 
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+
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where �s is the strong coupling constant, mLQ is the mass of the leptoquark,
p
ŝ

is the center-of-mass energy of the parton collision, and " =

q
1� 4m2

LQ

ŝ
.

The Feynman diagrams for the LQLQ production via qq scattering are shown in

�g. 3.2. The cross section is

�qq(qq ! LQLQ) =
2��2

s

27ŝ
: (3.4)

The contribution to the cross section from �g. 3.2 (b) is

�0qq(qq ! LQLQ) =
2��2LQ
9ŝ" 

1� 2m2
LQ

ŝ

!
ln
s(1 + ")� 2m2

LQ

ŝ(1� ")� 2m2
LQ

� 2"

# (3.5)
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where �LQ is the unknown leptoquark coupling to the lepton-quark pair. The

cross sections in eqns. 3.4 and 3.5 are both leading order for SLQ. Since �LQ is much

smaller than the strong coupling �s, the contribution from eqn. 3.5 to the total cross

section is insigni�cant and is ignored in the calculation of the total leading order

(LO) scalar leptoquark cross section. For vector leptoquarks the diagrams are the

same, but the cross sections are substantially larger due to the spin interactions.

The total LO cross-section for SLQ is obtained by summing the individual

sub-process cross-sections with the structure functions for the hadrons [34]. In the

case of the Tevatron, the hadrons being collided are protons and anti-protons so we

have

�LO(pp! LQLQ) =
X
a;b

Z 1

0

d(xaxb)

Z 1

�

dxa
xa"

fa=A(xa)fb=B(xb) + (A$ B if a 6= b)

#
�̂(ŝ)

(3.6)

where � = xaxb, ŝ = xaxbs = �s, A(B) represent the four-momentum of the

proton (antiproton), a(b) the parton four-momentum, xa and xb are de�ned by a =

xaA, b = xbB, and are the fraction of the total momentum of the proton(antiproton)

carried by the parton a(b).
p
s is the center-of-mass energy of the collision. The

total cross section is then

�(pp! LQLQ) =
3X
i=1

Z 1

0

d�

Z 1

�

dx

xa
[fi(x; ŝ)fi(�=x; ŝ)]�(ŝ) (3.7)

where

f1(x; ŝ)f1(�=x; ŝ) = g(x; ŝ)g(�=x; ŝ) (3.8)

f2(x; ŝ)f2(�=x; ŝ) = u(x; ŝ)u(�=x; ŝ+ d(x; ŝ)d(�=x; ŝ) +

2st(x; ŝ)st(�=x; ŝ) + 2sea(x; ŝ)sea(�=x; ŝ)
(3.9)
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f3(x; ŝ)f3(�=x; ŝ) = u(x; ŝ)u(�=x; ŝ+ d(x; ŝ)d(�=x; ŝ) +

u(x; ŝ)d(�=x; ŝ) + d(x; ŝ)u(�=x; ŝ) +

4sea(x; ŝ)sea(�=x; ŝ)

(3.10)

with g(x; ŝ); u(x; ŝ); d(x; ŝ); st(x; ŝ); and; sea(x; ŝ) are gluon, up, down, strange,

charm, and sea quark distributions for the protons. u(x; ŝ) and d(x; ŝ) are the sum

of the valence and sea distributions. Equation 3.7 was integrated numerically using

the CTEQ4M parton distribution functions. The cross section for leptoquark pair

production at the Tevatron is shown in �g 3.3 for various couplings. On the plot,

YM indicates the cross section for Yang-Mills vector couplings, MC the anomalous

minimal vector couplings, and \min" an anomalous coupling (�G = 1:3; �G = �0:2)
chosen to minimize the vector cross section. We shall not consider the \min" coupling

further. Also shown on the plot for comparison is the LO cross section for scalar

Yang-Mills couplings. The cross sections shown in the �gure are the ones that are

used in this work for vector leptoquarks. For scalar leptoquark pair production we

shall use next-to-leading order (NLO) cross sections.

3.5 Next to Leading Order Cross Sections

For next to leading order calculations (O(�3
s)) the cross section dependence on

the factorization scale becomes larger, increasing the uncertainty in the calculation.

This is a peculiarity of the model, and not generally true. If one were to perform

higher order calculations, the dependance on the factorization scale (denoted as �)

should become small. The factorization scale is a free parameter introduced into the

theory, which may be thought of as the transition between large and small distance

interactions.

At next to leading order, additional processes contribute to the total cross

section. These are the quark-gluon subprocesses, shown in �g. 3.4. The Feynman
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Figure 3.3. Leading order cross sections for LQ pair production at the Tevatron.

diagrams shown in �g. 3.4 represent additional contributions to the cross section

over the leading order calculation. The NLO cross sections are larger than the

LO cross sections. In fact, the NLO cross sections represent approximately a 15%

increase over leading order. The NLO cross section was calculated using CTEQ4M

parton distribution functions for nf = 5 active quark avors with an energy scale

�QCD = 202MeV .

Vector leptoquark cross sections have not yet been calculated at next-to-leading

order. Rather, we use the LO cross section evaluated at a scale Q2 = m2
V LQ. The

previous LO cross sections were done at a scale Q2 = 4m2
V LQ. Changing the scale
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Figure 3.4. Feynman diagrams for the quark-gluon subprocesses.

in this fashion increases the LO cross section. For the scalar leptoquarks the LO

cross section then becomes a good approximation of the NLO cross section (�NLO)

minus the uncertainty in �NLO (i.e. the minimum of the NLO cross section). We

have assumed that this will hold true for the vector couplings as well. Since the

lower edge of the NLO cross section is what we shall use to set the mass limits in

this work, this is a good approximation to use.

3.6 Search Signatures

The search described in this work is for second generation leptoquarks. We have

assumed that leptoquarks couple only to a single generation due to experimental

constraints on avor-changing neutral currents [29]. We also assume that the

leptoquark-lepton-quark coupling is su�ciently large (�LQ > 10�12) so that the

leptoquark would decay quickly enough to be seen in the D� detector. The
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leptoquark would then decay to second generation leptons (�; ��) and quarks (c; s).

The production and decay chain would therefore be

pp! LQLQ (3.11)

with a subsequent leptoquark decay

LQ! ��c or ��s (qLQ = �1
3
)

LQ! �+s or ��c (qLQ = +
2

3
) (3.12)

Should both leptoquarks decay to a muon and a quark the signature would be

��+jets (recall the description of hadronization from section 2-2). Neutrinos are not

detected with the D� detector, they are inferred from conservation of momentum

(more detail will be presented in subsequent chapters). Neutrino signatures in

the detector are therefore \missing" transverse energy (written as 6ET , transverse

indicates that the momentum of the particle, and thus the energy deposited in the

D� detector, are measured perpendicular to the direction of the pp beams). So a

decay with one leptoquark going to a muon and a quark while the other decays to a

neutrino and a quark will have the event signature �+ 6ET + jets in the D� detector.

The �nal event signature, 6ET + jets, is not dealt with directly in this work. We shall

use previous searches in this channel when we discuss combining limits (chapter 7),

but no direct search in this decay channel was conducted for this work.

3.7 Current Limits

Much theoretical and experimental work has been done since the �rst predictions

of leptoquarks. Limits on the mass of leptoquarks have been published by both the

D� [35] and CDF [36] collaborations. Limits are established for di�erent values of
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the possible branching ratios of leptoquarks into muons or neutrinos. A branching

ratio is the fraction of the decay into a particular �nal state. So, if the leptoquark

were to decay into a muon 70% of the time and into a neutrino 30% of the time, the

branching ratios into muons(neutrinos) would be 0.7(0.3). The branching ratio of

the leptoquarks is, of course, unknown. It is parameterized by �, the branching ratio

into charged leptons (muons, for this work). So the branching ratio into neutrinos is

then (1� �). Results are generally published for the cases � = 1; 1
2
; 0 corresponding

to decay only to muons (� = 1), equal decay into muons and neutrinos (� = 1
2
)

and complete decay into neutrinos (� = 0). This is done both for easier comparison

between experiments and because, in theoretical work, these are the branching ratios

allowed by the chiral coupling of the leptoquarks to the neutrinos.

The limits in existence at the start of this work were all obtained from the study

of the ��+ jets decay mode for scalar leptoquark couplings. The branching ratio is

then �2. The D� limits are 184 GeV/c2(� = 1) and 140 GeV/c2(� = 1
2
). Current

CDF limits are 202 GeV/c2(� = 1) and 160 GeV/c2(� = 1
2
). Here, GeV/c2 is the

unit of mass used. GeV is giga (109) electron volts divided by the square speed of

light c (from the relativistic relation E = mc2). 1 GeV/c2 = 1.78 �10�27 kg.
In this work we shall present a new search of the ��+ jets decay channel which

extends the previous D� search, as well as a search of the �+ 6ET + jets decay

channel. We shall present results for both scalar and vector couplings, as well as

limits obtained by combining the searches for the various leptoquark decay signatures.

Finally, we shall present exclusion contours in the � vs. mLQ plane which exclude

certain combinations of the parameters for leptoquarks.

Since any experiment is dependent upon the apparatus used, in the next chapter

we shall present a description of the Tevatron accelerator and the D� detector which

were used to collect the data which have been analyzed for this work.



CHAPTER 4

THE D� EXPERIMENT

\Although my father could spot the problem with any experimental

apparatus, it was usually best not to let him touch it" J.J. Thompson,

Nobel Laureate, speaking of his father, also a Nobel Laureate.

4.1 Overview

The D� experiment, located at Fermi National Accelerator Laboratory (Fermi-

lab), in Batavia, IL, was proposed to study proton-antiproton (pp) collisions with

a center-of-mass energy
p
s = 1:8 TeV. The detector is a large (taller than three

stories, weighing more than 5,000 tons) complex apparatus designed to investigate

high transverse momentum (pT ) phenomena in hadronic collisions. These phenomena

include the observation and measurement of the top quark, precision measurement of

the W and Z bosons, production and study of b-quark hadrons, tests of perturbative

QCD, and searches for new phenomena beyond the Standard Model. This chapter

will describe the experimental setup of the Tevatron collider (relying heavily on

reference 37) and the D� detector (relying on reference 38), with particular attention

to those systems which will weigh most heavily in the chapters that follow. We

are particularly indebted to the work in references 17 and 39{41 for their excellent

summaries of the experimental apparatus.

32
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Figure 4.1. Schematic diagram of the Fermilab accelerator system.

4.2 The Fermilab Tevatron Collider

The Fermilab Tevatron [37], shown in �g. 4.1, accelerates protons and antiprotons

to energies of 900 GeV. With these energies, the center-of-mass collision energy of a

proton-antiproton pair is 1800 GeV, or 1.8 TeV. This makes the Tevatron the worlds

most powerful particle accelerator. The acceleration is done in several stages using

�ve di�erent accelerators, of which the Tevatron is the �nal stage.

The �rst stage begins by accelerating negative hydrogen ions to an energy of 750

KeV using an electrostatic �eld produced by a Cockcroft-Walton generator. The

accelerated ions are fed into a 400 MeV linear accelerator. The beam is passed
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through a thin carbon target which strips the electrons o� of the hydrogen ions. The

resulting beam is then composed of protons (positive hydrogen ions). This beam is

accelerated to an energy of 8 GeV in the booster ring, and then to 120 GeV in the

Main Ring. The Main Ring accelerator has a circumference of 3.7 miles, and functions

as an injector for the Tevatron and a proton source for antiproton production.

Antiprotons are created by focusing the 120 GeV proton beam onto a cop-

per/nickel target. Roughly 1 antiproton with an energy of 8 GeV is produced for

every 100,000 protons incident upon the target. The antiprotons are selected by mo-

mentum, with those antiprotons having a large angular dispersion (or, equivalently,

a large transverse momentum) deselected. The remaining antiprotons are focused

into a beam and sent to the accumulator. The accumulator stores the antiprotons

for several hours until approximately 1011 antiprotons have been collected. Within

the antiproton accumulator the antiprotons are stochastically cooled [42]. Stochastic

cooling is the process by which the antiproton beam is made orderly. The antiprotons

leave the target with a wide range of energies, positions, and momenta. The

randomness of the beam is equivalent to a high temperature. Because of this

randomness the antiproton beam will not �t into the beam-pipe and the odds of

a collision with a proton are very low. To cool the beam the antiprotons are sent

into a storage ring with a circular orbit where a series of pickups and \kickers" alter

the path of the particles. The pickups detect an \error signal" (the position or energy

of the antiprotons) and the signal is ampli�ed, inverted and sent to the kicker on the

other side of the ring. The kicker then applies the signal received. This process tends

to damp out the random motion of the antiprotons, resulting in a tight, well ordered

beam which is suitable for injection into the next accelerator.

Protons and antiprotons are injected into the Main Ring in opposite directions

(counter-rotating beams) and accelerated to 150 GeV before �nal injection into the
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Tevatron. The Tevatron uses a series of super-conducting magnets to produce a 4

Tesla magnetic �eld to keep the particles in a circular orbit within the beam pipe.

Electrostatic separators are used to prevent collisions between the two beams outside

of the desired interaction regions inside the two detectors (D� and CDF). At the

desired interaction points, quadrapole magnets focus the beams for collision. The

beams in the accelerator are grouped into six bunches of protons/antiprotons, and

the beams cross the interactions regions with a period of 3.5 �s. A collider run can

last up to 20 hours, during which time the antiproton accumulator continues storing

antiprotons for the next injection.

The proton-antiproton ux is compared to the rate of pp collisions to compute

the instantaneous luminosity (L) of the collisions. It is a function of the density of

the individual bunches and the periodicity of the crossing. During an individual run

the luminosity decays exponentially from its initial value as the numbers of protons

and antiprotons within each beam decline. During the course of the running period

from which the data in this work is taken (1993 { 1996), the luminosity ranged from

0:2�20�1030cm�2s�1. Luminositys (and cross sections) are typically measured with

units related to \barns", 1 barn = 10�24cm2, where the factor of 10�24cm2 comes

from the square of the approximate radius of the proton 10�12cm. Luminosity is

then in units of inverse barns. A luminosity of 1�b�1s�1 translates to a ux of 1030

particles per square centimeter per second.

4.3 Detector Coordinate Systems

Particle tracks in the D� detector are described in up to four coordinate systems.

The primary system used in this work will be a modi�ed cylindrical coordinate

system using the coordinates (z; �; �). This system will be derived from other, more

conventional systems in this section.
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Figure 4.2. Cutaway view of the D� detector.

We start from the simple Cartesian rectangular coordinate system. The beamline

is taken as the z -axis, with the origin at the center of the D� detector. The x� y

plane is then a slice of the detector itself. The detector, shown in �g. 4.2, is a

cylinder whose axis is coincident with the beamline. In the lower right hand corner

of �g. 4.2 human �gures are shown for scale. The positive z � axis is taken along

the direction of the proton beam (to the left in �g. 4.2), the positive y � axis is

toward the top of the �gure, and the positive x � axis points radially outward. A

cylindrical coordinate system may be derived from the rectangular coordinates by

constructing a radial vector r = +
p
x2 + y2, and � = tan�1(x

y
). We then have a

coordinate system (r; �; z). What is actually of interest in the detector, however, is
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not a particular point within the detector volume, but a particle track through the

detector. We thus change to a modi�ed cylindrical coordinate system (z; �; �). � is

the azimuthal angle of the track and � the polar angle, or the angle between a track

and the z � axis.

The �nal modi�cation is to use the variable � instead of �, where � is known as

the psuedorapidity. One de�nes the quantity rapidity as

y =
1

2
ln
E + pz
E � pz

(4.1)

where E is the total energy and pz the longitudinal component of the momentum

of the particles. The advantage of rapidity is that it is invariant under a Lorentz

transformation. This is advantageous since a longitudinal boost of the system will

not a�ect the shape of the distribution in y. For energies at which the momentum

is much greater than the particle mass (such as the Tevatron), E � p and one may

write

y � 1

2
ln
1 + Ez=E

1� Ez=E
(4.2)

whereupon, using cos � = Ez=E, the rapidity becomes

y � 1

2
ln
cos2(�=2)

sin2(�=2)
� �d (4.3)

The quantity �d is known as the pseudorapidity. For massless particles �d = y. The

coordinates centered in the detector (zd; �d; �d) are known as the detector coordinates.

Event vertices are not typically in the center of the detector, and the coordinates

with their origin at the vertex of the event are known as the physics coordinates

(z; �; �). This is the coordinate system we shall use in this work.

Particle energy and momentum are most usually described with quantities taken

transverse to the beamline. This is because there are no detectors along the beamline

which could detect the passage of a particle traveling along the z axis at large �. The

transverse energy(momentum) are de�ned by ET = E sin �(pT = p sin �).
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4.4 The D� Detector

The D� detector [38] is a large general purpose detector constructed for the

identi�cation and measurement of electrons, muons, and high pT jets. The detector

weighs 5500 tons, stands 13 meters in height and 20 meters in length. The

detector may be divided into three broad systems: the central tracking system, the

calorimeter, and the muon spectrometer. The sections which follow will describe

each of the systems with a more detailed discussion for the calorimeter and the

muon spectrometer, which are of more interest to this work.

4.5 Central Tracking

At the center of the D� detector is the Central Tracking System. Consisting

of four detector subsystems { the Vertex Drift Chamber (VTX), the Transition

Radiation Detector (TRD), the Central Drift Chamber (CDC), and two Forward

Drift Chambers (FDC) { the tracking system is positioned radially about the

beamline with an inner radius of 3:7 cm and an outer radius of 78 cm. The central

tracking system is shown in �g. 4.3.

The VTX, CDC, and FDC all use high electric �elds inside an ionizable gas

medium to measure the trajectories of charged particles. High energy charged

particles from the beam collision ionize the gas as they pass through each chamber.

Drift times of the ionization electrons to an anode wire are used to measure the

spatial position of the original ionizing particle. By combining signals from each of the

detectors the particle trajectories are reconstructed. Since D� does not have a central

magnetic �eld the reconstructed tracks are straight and contain no information about

the particle momentum or charge.

The VTX is the innermost tracking chamber, consisting of three concentric layers

of drift chambers designed to accurately measure the longitudinal position of the
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Figure 4.3. Components of the central tracking system

event vertex (the place where the pp collision happened). The VTX spans a range

j�j < 2 in pseudorapidity. The resolution of the r � � position is about 60 �m. The

z position resolution is about 1:5 cm.

The TRD is used to discriminate between low mass objects (such as electrons)

and higher mass objects (pions or other hadrons). The detector consists of several

layers of di�erent media. Particles passing through the detector produce radiation at

the boundaries of these media which is inversely proportional to the particle mass.

So low mass particles will produce more radiation in the TRD than will high mass

particles of the same momentum.

The CDC surrounds the VTX and TRD and measures charged particle tracks

within the range j�j < 1:2. It consists of four concentric layers of drift chamber

modules, with each layer containing 32 azimuthal modules. The resolution of the

r � � position is about 180 �m, while the z position is resolved to about 3 mm.

The FDC, shown in �g. 4.4, is positioned on each end of the central tracking

chambers and covers a range 1:0 < j�j < 3:2. Each FDC consists of three layers of
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Figure 4.4. Exploded view of the forward drift chamber modules.

drift chamber modules and provides an r�� resolution of 200 �m and a z resolution

of 4 mm.

4.6 The Calorimeter

The D� calorimeter is designed to measure the energies of particles produced in

hadronic collisions. It provides kinematic information about electrons, photons and

jets. Neutrinos are not detected with the D� detector. Rather, their presence is

inferred from conservation of momentum in the plane transverse to the beam. The

energy deposited in the calorimeter is summed cell by cell during reconstruction.

This sum is corrected for the detector geometry, and the quantity 6ET is calculated

from the sum as the momentum vector which balances the energies deposited in the

calorimeter. This 6ET could be due to a muon, which is a minimum ionizing particle

and deposits small amounts of energy in the calorimeter, or from a neutrino, which
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interacts weakly (interactions proceed only via the weak nuclear force) and deposits

no energy in the calorimeter. 6ET could also be produced due to mismeasurement of

the energy in the calorimeter or from the passage of particles which did not originate

from the pp collision (such as muons from cosmic rays). These parts will play a

central role in the work described in the following chapters.

D� has a sampling calorimeter. That is, the calorimeter uses a series of measure-

ments to sample the energy produced by showers of particles in the calorimeter. The

energy of the original particle is then reconstructed from the energies of the shower

produced in the uranium plates. Figure 4.4 shows the D� calorimeter and its major

subsystems. In the �gure the three individual cryostats, one central and two endcap,

are shown and labeled.

The calorimeter is constructed of alternating layers of depleted uranium and

liquid argon. The uranium constitutes a dense absorbing material and the liquid

argon an ionizing medium. Particles traversing the calorimeter interact and produce

secondary particles and also lose energy in the uranium plates. When passing through

the uranium the particle will interact to produce low energy secondary particles (a

process known as showering). These particles then ionize the liquid argon which

measures the number of particles passing through it. The total number of particles is

directly proportional to the incident energy. Thus the fractional energy and location

(�; �) may be measured.

High energy electrons and photons interact primarily with the uranium plates in

complementary processes: pair production and bremsstrahlung. Pair production

is  ! e+e�. Bremsstrahlung is the process e ! e. With each interaction

the number of particles (particle multiplicity) increases and the average energy

per particle decreases. These are known as electromagnetic (EM) showers. The

particle multiplicity increases exponentially so that the depth of the shower depends
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Figure 4.5. The D� calorimeter.

logarithmically on the energy of the original particle. The probability that an

electromagnetic particle will traverse a distance d without initiating a shower is given

as

E(d) = E0e
� d
x0 (4.4)

where d is the distance traveled before showering, E0 is the initial energy of the

particle, and x0 is the \radiation length", which is characteristic of the medium. For

uranium x0 � 3:2 mm.

In contrast to electromagnetic particles, high-energy hadrons interact with the

uranium nuclei with inelastic collisions proceeding via the strong nuclear force.
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These collisions produce secondary particles, about 1
3
of which are �0's. The rest

of the secondary particles also interact strongly, while the �0's produce electrons

and photons which interact electromagnetically. This type of shower is known

as a \hadronic" shower, and develops more slowly (over longer distances) than

electromagnetic showers. The probability of a hadron traversing a distance d without

initiating a shower is also given by equation 4.6, but in this case x0 = �I � 10:5 cm.

�I is the \nuclear absorption length".

With EM showers developing over shorter distances than hadronic showers, the

�rst several layers of the calorimeter are closely spaced and designed to measure

accurately the energies of electromagnetic particles. The outer layers of the calorime-

ter use larger spacing for the measurement of hadronic showers. The hadronic

calorimeter has two sections: a �ne hadronic (FH) layer providing good hadronic

shower energy resolution and a coarse hadronic (CH) layer used to contain hadronic

showers so that they do not proceed into the muon spectrometer (a process known

as \punchthrough").

The calorimeter cells are structured in layers. The layers are aligned in towers

projecting back toward the interaction region (the lower left-hand corner of the

diagram in �g. 4.6). The cell layer sizes are determined by the geometry and the

shower depths. The EM layers are approximately 1-2 cm wide. Hadronic layers are

approximately 10 cm wide. Each calorimeter layer is typically 0:1 � 0:1 in � � �.

This de�nes the resolution of the calorimeter. Fig. 4.6 shows a partial view of the

calorimeter with the projective cell structure for successive layers. The numbers

around the edge of the �gure show the pseudorapidity of the lines. The liquid argon

in the calorimeter is kept at a temperature of 78 K, which requires a stainless steel

cryostat housing. The calorimeter is divided into three sections to facilitate access
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Figure 4.6. Side view of one quarter of the calorimeter.

to the tracking system. There is a central calorimeter (CC) cryostat located between

two endcap calorimeter (EC) cryostats.

4.6.1 The Central Calorimeter

The Central Calorimeter (CC) is a cylinder providing coverage out to j�j � 1:0.

The readout layers are stacked in r. The �rst four layers of the CC (counting outward

from the beampipe) provide measurement of the EM showers at depths of 2, 4, 11,

and 21 radiation lengths (x0). Taken together these layers comprise 0.76 nuclear

absorption lengths. The �rst, second and fourth layers have a cell segmentation of

0:1 � 0:1 in � � �. The maximum of the shower development occurs in the third
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layer, so the segmentation in that layer is increased to 0:05� 0:05 for a more precise

measurement of the location and shape of the shower.

Beyond the EM layers are the three Fine Hadronic (FH) layers at depths of 1.3,

1.0 and 0.9 nuclear absorption lengths. All three layers have a cell segmentation of

0:1�0:1. After the FH is the Coarse Hadronic (CH) layer, providing a single readout

layer having a depth of 3.2 nuclear absorption lengths.

4.6.2 The Endcap Calorimeters

The Endcap Calorimeters (EC) lie on either side of the CC, extending coverage

out to 1:0 � j�j � 4:0. The EM readout layers have a thickness 0.3, 2.6 7.9 and 9.3

radiation lengths comprising about 0.75 nuclear absorption lengths. For j�j � 2:6,

the cell segmentation is the same as in the CC. For 2:6 < j�j � 3:2 the segmentation

in the third layer is decreased to 0:1� 0:1. For j�j > 3:2, segmentation in all layers

is decreased to 0:2� 0:2 and continues to decrease until it is 0:4� 0:4 for j�j = 4:0.

In the EC are three hadronic modules. Closest to the beam pipe is the inner

hadronic module consisting of four �ne hadronic (IFH) readout layers and one coarse

hadronic (ICH) readout layer. The middle hadronic module surrounds the inner

module in � and has four �ne hadronic (MFH) layers and a single coarse hadronic

(MCH) layer. The outermost module is the outer hadronic (OH) module consisting

of three coarse hadronic layers. In the range 0:7 < j�j < 1:1 the EM and FH

calorimeters are in the CC while the CH calorimeter is in the EC.

4.6.3 The Inner Cryostat Detectors

Due to the structure and support system of the calorimeter cryostats there exists

a gap in the coverage between the Central and Endcap Calorimeters. The gaps

span approximately 0:8 � j�j � 1:4, with the result that there is only partial

instrumentation of the EM and FH sections. This partial coverage creates a lack
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of uniformity in the energy response and acceptance within this region. The region

has a substantial amount of absorption material with no energy sampling in the �rst

radiation length. To supplement coverage in the region the Inner Cryostat Detector

(ICD) is used. The ICD consists of scintillation counter arrays positioned on the

inner walls of the EC cryostat to provide energy sampling in this region. Additional

coverage is provided by the Massless Gaps (MG). These are detectors consisting of a

readout cell having a signal board embedded in liquid argon positioned inside both

the CC and EC cryostat walls to provide full coverage in �.

4.6.4 Calorimeter Calibration

Prior to reaching the �nal stages of construction and assembly, the D� calorimeter

was tested and calibrated at the D� test beam [43]. Single sets of modules from the

various subsystems were installed in the test beam before assembly in the detector.

Using beams of electrons and pions having known energies ranging from 2-150 GeV

studies indicated that the response of the calorimeter is linear for electrons with

energies greater than 10 GeV and pions greater than 20 GeV. For low energy

particles the response is nonlinear which results in lower detection e�ciencies and

jet energy response. At low energies noise degrades signal resolution, while at higher

energies resolutions are dominated by inhomogeneities and calibration uncertainties.

Calorimeter resolutions have been measured to be 15%=
p
E for electrons, 50%=

p
E

for pions, and 80%=
p
E for jets, where E is in GeV.

The larger resolution uncertainty in the jet energy comes from several sources.

First, jets are typically made up of a large number of low-energy particles for which

the detector resolution is lower. Second, the calorimeter response is non-linear for

the low-energy particles and therefore for the jets as well. So the jet energies must

be corrected during event reconstruction by applying a \jet energy scale" correction,
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Table 4.1. Typical calorimeter noise widths by section and cryostat.

Section CC Pedestal Width (MeV) EC Pedestal Width (MeV)

EM 10 10

FH 60 30

CH 75 55

ICD 8 15

MG 30 30

increasing the uncertainty of the jet energy. Finally, one must de�ne what is to be

included in the jet. D� uses a cone algorithm �R �
p
��2 + ��2. Jet cones are

typically 0.3, 0.5, and 0.7. In this work we shall use a cone of radius 0.5 for jets.

Calibration of the D� detector continued during the running period between

collider runs. Pulsed signals were sent through each preamp in the calorimeter so

that each readout channel could be calibrated. This calibration data was used to

determine gain corrections for the preamps which were stored in a database used to

correct each calorimeter readout channel during o�-line event reconstruction.

4.6.5 Calorimeter Noise

Noise in the calorimeter may come from both the uranium plates and the

electronics used to read the calorimeter information. These two noise sources may

be distinguished by their distributions. Uranium noise results from � decay of the

nuclei in the plates producing a Landau distribution with a long, high-energy tail.

By contrast, noise in the electronics generates a symmetric Gaussian distribution.

During the running period the noise distribution (pedestal) in each calorimeter

channel was measured regularly while no beam was present in the Tevatron. Fitting
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each distribution to a Gaussian established the mean and the width of the noise

pedestal. Any channel within �2� of its pedestal value was suppressed. This is

known as zero suppression and greatly reduces the number of channels read out for

each event.

Noise distributions di�er for the various sections of the calorimeter due to

the di�ering geometry of the sections. Electronic and uranium plate noise are

proportional to the capacitance (area) of the readout cell and the number of gaps in

the cell. Thus, smaller cells have less noise. Typical noise widths are listed in table

4.1.

4.7 The Muon Spectrometer

The Muon Spectrometer of the D� detector consists of several layers of propor-

tional drift tube chambers (PDTs) on either side of �ve toroidal iron magnets with a

�eld strength of approximately 2 Tesla. These magnets are used to bend the tracks

of muons passing through the spectrometer. The angular bend is used to determine

the momentum of the muon and its charge. The toroids and associated PDT layers

are shown in �g. 4.5.

Since muons are minimum ionizing particles (MIP) they are seldom absorbed in

the calorimeter. Muons do deposit small amounts of energy in the calorimeter (a fact

which shall play a critical role in this work). However, the muon mass together with

a long lifetime (� 2:2�s), means that they usually escape the calorimeter without

leaving a signi�cant EM shower. Additionally, muons do not interact strongly and

so induce no hadronic shower.

The incident trajectory of the muons entering the spectrometer is determined

from a combination of the event vertex, information from the central tracking system,

and a track vector seen in the �rst muon chamber. Comparing the initial and �nal
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Figure 4.7. Elevated side view of the D� detector.

directions of the muon provides information about the bend angle in the toroidal

magnet. The muon momentum is directly related to this bend.

The Central Iron (CF) toroid covers the region j�j � 1, while the two Endcap

Iron (EF) toroids cover the region 1 < j�j � 2:5. These toroids together are known as

the Wide Angle Muon System (WAMUS). There is also a Small Angle Muon System

(SAMUS) covering the region 2:5 < j�j � 3:6. The SAMUS is comprised of two

toroids which �t into the central holes of the EF toroids.

WAMUS chambers are deployed in three layers: the \A" layer between the

calorimeter and the toroid, and the \B" and \C" layers after the magnets. Each

plane in the A layer chambers contains four PDTs, while the B and C layer chambers

contain three PDTs each. The cell structure of the WAMUS system is uniform and
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consists of 164 individual chambers. The chambers are �lled with a mixture of

Ar(90%)/CF4(5%)/CO2(5%) gas.

The SAMUS consists of three stations: the A station prior to the SAMUS toroids

and the B and C stations between the toroids and the low beta quadrapole for the

D� pp interaction region. Each station consists of three pairs of PDTs for a total of

5308 tubes in the SAMUS system.

The position resolution of the muon spectrometer is approximately �3 mm

corresponding to a momentum resolution of

�(1=p) = 0:18(p� 2)=p2 � 0:003 (4.5)

where p is measured in GeV/c and � indicates addition in quadrature. Given the

strength of the magnetic �eld in the muon spectrometer and the spatial resolution of

the PDT chambers, muon momenta are well measured for pT less than approximately

100 GeV/c. Above this value, however, the uncertainty in the transverse momenta of

the muon is such that it is not possible to state the muon momenta with any certainty

whatsoever. All that may be said is that the transverse momentum is greater than

100 GeV/c.

4.8 Triggering and Data Acquisition

At the interaction region pp beam crossings occur every 3.5 � s. With the typical

luminosity's from the run, at least one collision will occur every crossing (on average).

This rate of collisions far exceeds the ability of current electronic and computer

technology for recording the events. Therefore, D� uses a multilevel triggering

and �ltering system designed to select apparently interesting events for recording,

reconstruction and eventual analysis. There are three levels of triggers/�lters

increasing in sophistication and complexity through which each candidate event must

pass before being recorded.



51

4.8.1 The Level 0 Triggers

The initial level of the triggering systems is known as the level 0 trigger. It

is used to indicate that an inelastic collision has occurred and to measure the

instantaneous luminosity in the interaction region. The level 0 triggers consist of

an array of scintillation counters connected to photomultiplier tubes mounted on

the inner surface of the endcap cryostats. The arrays provide partial coverage in �

between 1:9 < j�j < 2:3 and full coverage in � in the region 2:3 < j�j < 3:9. Hits in

both arrays coincident with a pp beam crossing indicate the occurrence of an inelastic

collision. Additionally, the timing di�erence between the arrays is used to make an

initial determination of the z position of the interaction vertex and to determine if

multiple interactions occurred during a single beam crossing (the average number

of interactions per crossing during the run was 2.6). Events which are agged as

inelastic collisions are passed along to the level 1 triggers.

4.8.2 The Level 1 Triggers

The level 1 triggering system is comprised of fast electronic hardware circuits

controlled by software algorithms. The trigger uses coarse, rapidly digitized infor-

mation from the calorimeter and the muon spectrometer to determine in less than

3.5 �s if a particular event meets speci�c criteria on energy deposits and topological

requirements to merit further processing. Calorimeter cell information is grouped

into trigger towers having a size of 0:2 � 0:2 in � � � space. A level 1 trigger may,

for example, require one or more triggers towers above some energy threshold in

addition to hits in the muon chambers for the event to be passed along to the level

2 triggering system.
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4.8.3 The Level 2 Triggers

The level 2 triggering system consists of software �lters operating on a farm of

48 Vaxstation nodes operating in parallel to reconstruct events passing the level

1 system. Level 2 utilizes the fully digitized detector information from all detector

components to reconstruct and identify speci�c objects such as jets, electron, photon,

and muon candidates. The �lters may select events passing requirements on the ET ,

pT , �, and � as well as the number of objects of a speci�c type. In this work we

used the set of level 2 �lters which required one muon and at least one jet, and

those requiring two muons and at least one jet. Further information on the level two

requirements for this work will be presented in the next chapter.

4.9 Event Reconstruction

The events passing the level 2 �lters are not in their �nal form since level 2 does

not utilize detailed information from the full tracking system or the shower shape.

Objects such as photons, electrons and jets are not well measured at this point due

to restrictions on processing time and disk space. The tasks are performed o�-line

by a reconstruction package known as D�RECO. D�RECO applies calibration

information to the raw data from each detector subsystem to correct the energy

deposits and apply algorithms to the information to �nd physical particles.

4.9.1 Event Vertex

Since the ET and � of jets depend on the location of the event vertex, an accurate

determination of the vertex is necessary to properly reconstruct the jets. The vertex is

determined using tracking information from the CDC (or from the FDC if the vertex

is not found by the CDC). For each event every charged track is reconstructed and

extrapolated to the axis of the beam to obtain a distribution of track intersections.

A Gaussian is �t to the distribution of the intersections and the mean is used as the
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z position of the vertex for the event. If the tracks are clustered into more than a

single smooth distribution, each cluster of tracks is �t with a Gaussian and up to

three event vertices may be found. The cluster with the largest number of tracks

is called the primary vertex. If it is necessary to use information from the FDC to

�nd the event vertex only one vertex will be found due to the high density of the

tracks in the forward region. If no vertex is found using the reconstructed tracks

the vertex position may be determined using the timing information from the level

0 scintillating arrays.

4.9.2 Jet Reconstruction

Following a hard scattering interaction the �nal state partons (the constituents

of the (anti)proton) will carry a large momentum and a color charge. The partons

will then undergo a hadronization process which serves to disperse the color charge.

This process results in highly collimated showers of particles which are grouped

into clusters of energy and de�ned as jets. D� identi�es jets using the hadronic

calorimeter.

The energy response of the calorimeter varies with pseudorapidity and is not

linear for particles below about 10 GeV. Since jets are collimated showers of low

energy particles, the energy measured in the calorimeter is not the actual energy of

the jet. The calorimeter response (known as the jet energy scale) is corrected to

reect the actual energy of the jet from the energy deposited in the calorimeter. The

jet energy is also corrected for calorimeter noise (both electronic and uranium noise),

signal pileup (energy remaining from the previous event), extraneous energy in the

jet from an underlying event in multiple interactions, and leakage out of the jet cone

due to shower width. The actual jet energy is given as

Ejet
particle =

Ejet
measured �O

(1� S)Rhad
(4.6)
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where O is an o�set factor accounting for noise, pileup, and underlying events. S

is the showering correction for the calorimeter, and Rhad is the hadronic response of

the calorimeter. The determination and values for these correction factors are well

documented in refs [44].

4.9.3 Missing Transverse Energy Determination

The calculation of missing transverse energy (6ET ) at D� is based on energy

deposits at the cell level in the calorimeter.

(6ET )x = �
X
i

Ei
x

(6ET )y = �
X
i

Ei
y

(6ET ) =
q
(6ET )2x + (6ET )2y

�6ET
= tan�1 (6ET )x=(6ET )y (4.7)

where Ei
x and E

i
y are the x and y components of the energy deposited in the ith cell

of the calorimeter. Summation is over all cells in the calorimeter.

4.9.4 Muon Reconstruction

Data is taken from a series of triggers which require the presence of at least one

muon candidate and at least one jet candidate per event. During the running period

the names and requirements of these triggers changed frequently. To make the data

set consistent we apply a series of loose selection criteria (also known as \cuts") to

the data at the trigger/�lter level. The data which pass these criteria will form our

working data set. The selections are based on the muon and jet identi�cation criteria

to be applied in full at a later time.

We require the presence of at least one muon candidate passing the trigger

with the following selection criteria. The candidate must have j��j < 1.7, and
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p�T > 5 GeV/c. It is required to have a reconstructed track consistent with a muon

originating from the interaction region within 25 cm of the reconstructed interaction

vertex. The time of ight from the vertex to the muon spectrometer, calculated with

information from the proportional drift tube chambers, must be less than 600 ns.

Cosmic ray muons are rejected using a veto on events which are back to back

in � and �. Cosmic ray muons which pass through the detector typically appear to

be dimuon events. This is due to the fact that such muons often have very large

energies. Thus, they enter the muon spectrometer and register as a muon candidate,

pass through the detector and emerge as a muon candidate on the other side. They

appear, therefore, as two muons which originated from the interaction region and

emerged with back to back tracks.

Muon candidates are required to deposit energy in the calorimeter. The muon

track through the calorimeter is reconstructed and the energy summed along all cells

through which the track passes plus the \nearest neighbor" cells along the track.

This energy is required to be 1
2
GeV for muons with j��j < 1:0 and 1 GeV for muon

candidates with 1:0 < j��j < 1:7. Finally, we require muon candidates to have a

reconstructed track which registered in at least 60% of the layers in the hadronic

calorimeter.

Each event is also required to have the presence of at least two jet candidates

with a transverse energy ET > 8 GeV and j�jj < 4:0. When these selection criteria

are applied, we obtain a data set consisting of 4580 events representing an integrated

luminosity of 94 � 5 pb�1.



CHAPTER 5

THE �� + JETS DECAY CHANNEL

\Get your facts �rst, and then you can distort them as much as you please.

- Mark Twain, quoted by Rudyard Kipling in From Sea to Shining Sea

5.1 Introduction

With the data set described in the previous chapter we begin a search for second

generation leptoquarks by searching in the dimuon + jets decay channel [45{46].

Since we have assumed that leptoquarks couple only within a single generation of

leptons and quarks, we do not consider decay modes such as e�+ jets. The decay to

a muon pair and jets may come about for any branching ratio except � = 0 (100%

branching into neutrinos and jets). We shall consider in this chapter two possible

branching ratios for leptoquarks into charged leptons. Our intermediate results at the

end of this chapter will be stated in terms of a branching ratio of 100% into charged

leptons and jets, corresponding to � = 1 (recall from chapter 3 the de�nition of � as

the branching ratio to charged leptons) and for equal branching into charged leptons

+ jets and neutral leptons and jets (� = 1
2
). In the �rst case the branching ratio for

dimuon events is simply 1, while for the second case the branching ratio for dimuon

+ jets events is 1
4
; branching ratio = �2 = 1

2

2
= 1

4
. The muon + neutrino + jets

decay channel will be considered in the following chapter. Other possible values of

� will be addressed in chapter 7.

56
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5.2 Initial Event Selection

We apply the following initial selection criteria to the data set described in the

previous chapter. We require at least two jets in each event with the following

properties. The jet must have deposited between 5% - 95% of its energy in the

electromagnetic calorimeter and less than 40% in the coarse hadronic calorimeter.

We form the ratio of the two calorimeter cells which have the most deposited energy

and require the ratio of the most energetic cell to the second most energetic cell to

be less than 10. This is done to eliminate jets with inated energies due to pileup.

We also require that each jet have a transverse energy ET > 20 GeV and j�jj < 3:0.

Throughout the remainder of this work we shall refer to jets and muons by number

(e.g., Ej1
T ; p

�2
T , etc). The order of jets (muons) is by transverse energy (momentum).

Thus the �rst jet (sometimes called the leading jet) in each event is the jet having

the largest ET , the second jet has the second highest ET and so forth.

5.2.1 Muon Pair Identi�cation

We shall require two muons in each event to pass the initial selection criteria.

The identi�cation of muons is described in full in this section. We shall accept muon

pairs in three ways: �rst is two central (j�j < 1:0) muons, second is one central

muon and one muon in the endcap (1:0 < j�j < 1:7) muon spectrometers and third is

one central muon and one muon identi�ed by a pattern of isolated energy deposited

in the longitudinal segments of the hadronic calorimeter. These various identi�ed

muons will be referred to as �Sp (muons identi�ed in the muon spectrometer) and

�Cal (muons identi�ed in the calorimeter).

The muon spectrometer is divided into �ve di�erent sections as noted in section

4-6. We shall use only muons found in the Wide Angle Muon Spectrometer comprised

of the central region and the two endcap plugs. Each of these elements of the
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spectrometer is divided into quadrants. Quadrants one through four refer to the

central spectrometer, quadrants �ve through eight to the north endcap spectrometer

and quadrants nine through twelve to the south endcap spectrometer. Initial selection

will therefore require each event to have at least one muon with quadrant four or

less.

Central muons are required to have a reconstructed track consistent with a

minimum ionizing particle originating from the interaction region. They are required

to have been detected in all three layers of the PDTs. This is done to eliminate

events in which a jet penetrated through the hadronic calorimeter and into the muon

spectrometer, thus registering in the detector as a muon candidate. Central muons

are also required to have been detected in all layers of the hadronic calorimeter, or

to have been detected in 70% of the layers in the hadronic calorimeter and to have

deposited energy in the �nal layer of the calorimeter. They are also required to have

deposited at least 1
2
GeV in the calorimeter cells along the track plus one nearest

neighbor cell. Muons are required to have a fully reconstructed track (described in

full later on) in the calorimeter consistent with a minimum ionizing particle within

0.2 in �R �
p
��2 +��2 with the � � � direction of the muon measured in the

spectrometer. To eliminate muons originating from heavy quark decays, muons are

required to be well isolated from any jets in the event passing the selection criteria

listed in the previous section, �R�j > 0:5. All muons are required to have j�j < 1:7.

Finally, muons are required to have a transverse momentum 20 GeV/c < p�T <

900 GeV/c. As noted in the previous chapter, the transverse momentum of the

muons is measured by the curvature of the track through the PDTs in the magnetic

�eld within the muon spectrometer. If a muon has a transverse momentum greater

than about 100 GeV/c the track will not bend enough to be properly measured by

the PDTs. All that may then be said about the muon pT is that it is greater than
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100 GeV/c. Muons with transverse momenta that are mismeasured in this way will

form a very di�cult background to suppress. We begin this process by requiring the

muons to have a transverse momenta less than the beam energy of the Tevatron,

900 GeV.

An event that has at least one central muon may also have a second muon

identi�ed from the endcap muon spectrometer 5 � Quadrant � 12 or, roughly,

1:0 < j��j � 1:7. The selection criteria for this type of muon are somewhat more

stringent than for central muons. This requirement is made for the following reason.

During the running period the wires in the PDTs became contaminated by deposits

from the gas that �lled the chambers. This contributed to a degradation of the

e�ciency of the muon system. The degradation was particularly bad in the endcap

spectrometers since this region was already ine�cient. During the latter part of

the running period it was discovered that the wires could be cleaned by applying a

high voltage to the chambers. The resulting current would cause the deposits to be

ejected from the wires (this process is known as \zapping" the PDTs). This process

improved the e�ciency of the muon system. Muons from the endcap spectrometers

are accepted only from data taken after this process was begun (these are called

\post-zap" muons).

Endcap muons are required to have a reconstructed track consistent with a

minimum ionizing particle originating from the interaction region with more stringent

criteria than central muons. They are required to have been detected in all three

layers of PDTs in the muon spectrometer. Endcap muons are required to have tracks

reconstructed in all layers of the hadronic calorimeter, or to have tracks which are

reconstructed in at least 70% of the layers in the hadronic calorimeter and to have

deposited some energy in the �nal layer of the electromagnetic calorimeter. Endcap

muons are required to have deposited at least 1 GeV of energy along the reconstructed
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Table 5.1. Muon identi�cation criteria in the spectrometer.

Central Muons Endcap Muons

Quadrant � 4 5 � Quadrant � 12

Post-Zap Muons only *

Three layer PDT * Three layer PDT *

Hadronic Fraction * Hadronic Fraction *

E1nn
Cal >

1
2
GeV * E1nn

Cal > 1 GeV *

�R��Cal < 0:2 * �R��Cal < 0:2 *

20 GeV/c < p�T < 900 GeV/c 20 GeV/c < p�T < 900 GeV/c

j��j < 1:7 j��j < 1:7

�R�j > 0:5 �R�j > 0:5

track plus the nearest neighbor cells in the calorimeter, and the reconstructed track

through the calorimeter must be within 0.2 in �R with the � � � measured by the

muon spectrometer.

Kinematic selection of the endcap muons is the same as for the central muons,

20 GeV/c < p�T < 900 GeV/c, j��j < 1:7, and �R�j > 0:5. The muon selection

criteria for central and endcap muons is summarized in table 5.1. In the table, a

\*" indicates selections which were not applied during Monte Carlo studies. The

quantity E1nn
Cal indicates that the energy is summed over the calorimeter cell and the

nearest neighbor cells.

5.2.2 Muon Identi�cation in the Calorimeter

The D� detector has excellent calorimetry. The calorimeter provides full coverage

in � and � and is �nely segmented. In addition, there is no central magnetic �eld.
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This means that particles passing through the calorimeter do not proceed along

curved trajectories as would be the case if there was a central magnetic �eld with

which they could interact. In addition, the calorimeter has sensitive energy detection

and low noise, making it possible to resolve small signals in the calorimeter. For all

of these reasons it is possible to reconstruct tracks from minimum ionizing particles

in the calorimeter. D� has developed a software package, known as Muon Tracking

in the D� Calorimeter [47] (MTC) package. Since a substantial part of the work

presented here relies on the identi�cation of muons with the calorimeter we shall

present some of the necessary concepts for the process in this section.

The MTC package uses calorimeter information to identify and reconstruct energy

deposits in the calorimeter which appear to lie along a track. The transverse

segmentation of the calorimeter is relatively coarse, however, jets are generally well

contained in the hadronic section of the calorimeter. Longitudinal segmentation of

the calorimeter is su�cient to sample the layer by layer energy deposits of a track.

This makes it possible to identify isolated muons. Calorimeter coverage insures that

there is a uniform tracking e�ciency as a function of � and � with no coverage gaps.

Muons travel along a straight line path due to the absence of a central magnetic �eld

and they generally emerge from a known vertex measured in the central tracking

chambers, providing a constraint to tracking muons with the calorimeter. Finally,

muons are minimum ionizing particles, and they therefore deposit small amounts

of energy in the calorimeter over many interaction lengths. Thus muons leave a

distinctive signature in the calorimeter. The MTC package is designed to use these

features of the D� calorimeter to track muons.

The MTC package has two primary sections, each of which we use and shall treat

in turn. First is the muon identi�cation utility. This utility takes a given vertex, �

and � for a muon candidate and looks at energy deposits in calorimeter cells in a
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road surrounding the muon candidate. The results from this search are the muon

calorimeter track, a �2 for the track �t, track energy deposits, and the calorimeter

layer at which the muon seems to emerge from a jet. The information obtained from

this utility is used in the muon identi�cation criteria described in the previous section

to obtain calorimeter track con�rmation, hadronic fractions of muon detection in the

calorimeter, and energy deposits in the calorimeter.

In addition, the MTC package has a muon �nding utility. This utility performs

a scan of the calorimeter on a cell by cell basis from a given vertex position to �nd

candidate tracks emerging from the vertex. The information from this utility is used

in this work to identify muons which failed to pass the identi�cation presented in the

previous section. The following requirements are imposed on the tracks obtained to

identify muons in the calorimeter.

First, to insure that we are not double counting tracks associated with muons

already identi�ed, no tracks are accepted within �R��Cal < 0:2 of any muons which

pass the identi�cation from the previous section. Additionally, we have found that

the rate at which fake tracks are found is slightly dependant on the number of jets

in the event (this will be more fully explored later on). To avoid accepting tracks

which are due to jets, we do not accept tracks which are within 0.2 in �R��Cal

of any muon candidates which failed identi�cation because they were detected in

only the �rst layer of the PDTs in the muon spectrometer, which could be due to

punchthrough (a jet escaping the hadronic calorimeter and entering the �rst layer of

the muon spectrometer).

Tracks passing the above criteria are processed as follows. As mentioned in

section 4-6, neutrinos are not detected in the D� calorimeter. They are inferred

from conservation of momentum and the transverse energy is calculated by a sum

over the calorimeter cells. Since muons are minimum ionizing particles, they do not
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deposit substantial energy in the calorimeter and thus they also contribute to the

missing transverse energy. When a muon is identi�ed by the criteria in section 5.2.1,

the 6ET is corrected for the momentum of the muon. If there is still substantial 6ET

in the event, it could be due to a muon which was not identi�ed, or to a neutrino.

For the search in the dimuon channel, we attempt to identify muons from tracks in

the calorimeter which lie within 0.25 radians (� 14�) in � of the direction of the 6ET .

We require the track to have j�Calj < 1:7, and to have been detected in at least 90%

of the layers in the hadronic calorimeter.

We require the track to be well isolated from any jets in the event (�RCal�j > 0:5),

and to have deposited at least 1
2
GeV for tracks with j�Calj < 1:0 or 1 GeV for tracks

with 1:0 < j�Calj < 1:7. These selections are seen to be analogous to the muon

identi�cation criteria of the previous section. The �nal selection criteria for tracks

in the calorimeter is �2Cal < 10, where �2Cal is de�ned by

�2Cal �
1

NLayers

NLayersX
i=1

(Ei � �i)
2

�2i
(5.1)

where NLayers is the number of calorimeter layers with a hit cell in the path of the

muon candidate, Ei is the energy measured in layer i, �i is the most probable value

of the energy for a calorimeter cell at the layer and �, and �i is the width of the

energy distribution for a calorimeter cell at that layer and �. The calorimeter track

identi�cation is summarized in table 5.2 below. Calorimeter tracks which are found

via the MTC software package and pass the selection requirements listed in the table

are presumed to be muons.

We require events with a single, central, muon to have at least one track which

passes the criteria listed in table 5.2. If there is more than one track in the event

passing the criteria, the track with the lowest value of �2 is selected as the primary

track. Muon kinematic quantities are calculated from the � � � direction of the
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Table 5.2. Calorimeter track selection criteria.

Calorimeter Track Selection Requirements

�R�j > 0:2

��Cal�6ET
< 0:25

j�Calj < 1:7

Hadronic Fraction > 90%

�2Cal < 10

�RCal�jets > 0:5

ECal >
1
2
(1) GeV (j�Calj < (>)1:0)

track and the 6ET . After this calculation, the muon candidate is required to have

20 GeV/c < p�T < 900 GeV/c.

5.2.3 Concluding the Initial Event Selection

We now have a selection process which includes a good muon pair and two jets in

each event. Since the muon identi�cation is somewhat complicated, we present the

following summary of the initial selection to this point. Each event in the data set

is required to have at least two jets passing the criteria in section 5.2. We further

require that each event has at least two muons. If there are more than two muons in

the event which pass the selection (which happens only rarely), only the two leading

muons are considered further. At least one of the muons in the event must be a

central (CF) muon. The other muon in the event may be another central muon, a

muon from the endcap spectrometer, or a muon identi�ed in the calorimeter.

The �nal selection criteria in the initial selection process is a further requirement

to eliminate cosmic ray muons. We do not accept events in which the dimuon pair
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Table 5.3. Data reduction in the dimuon channel.

Selection Criteria Events Passing

Trigger Selection 4580

Njets � 2 2595

N� � 2 70

Cosmic Veto 61

has j����j > 160� and j����j < 0:5. The e�ect of the various selections is shown in

table 5.3.

The muon identi�cation criteria which are applied to the data only are the same

as the selection applied in the top quark search via the dimuon channel [48] with the

addition of the calorimeter track con�rmation. The e�ciencies of the identi�cation

process are 71/89% for two central muons pre/post - zap. For one central and one

endcap muon the identi�cation e�ciency is 86%. The calorimeter track con�rmation

has an e�ciency of 94%. Muon triggers have an e�ciency of 71% for central muons

and 50% for endcap muons. The e�ciencies were obtained from the preliminary

leptoquark dimuon + jets search [49] (muon identi�cation and triggers) and the

Z ! �� study [50] (calorimeter track match e�ciency). All e�ciencies were

con�rmed with Z ! �� data.

5.3 Monte Carlo Generation

Signal Monte Carlo samples were generated using ISAJET v7.22 [51] for scalar

second generation leptoquark pair production. For vector couplings the PYTHIA [52]

event generator, modi�ed for vector leptoquark pair production, is used. The

detection e�ciencies for scalar (SLQ) and vector (VLQ) leptoquark couplings are
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consistent within the di�erences due to choice of generator. We therefore do not

distinguish between e�ciencies obtained from scalar or vector Monte Carlo, but

present a single set of experimental results. Furthermore, although the vector Monte

Carlo was generated for \minimal vector" couplings (�G = 1; �G = 0), our experience

[53] has been that in the region of interest (mLQ > 200 GeV/c2), detection e�ciencies

for various vector couplings are the same. We thus use the e�ciencies obtained here

to set limits on the pair production of vector leptoquarks with \Yang-Mills" couplings

(�G = 0; �G = 0) as well as for minimal vector couplings.

Leptoquark pair production cross sections used to compare experimental results

to theory are from recent next-to-leading order (NLO) calculations [54] done at a

renormalization scale � = mSLQ with uncertainties obtained from the variation of the

renormalization/factorization scale from 2mSLQ to 1
2
mSLQ . The VLQ cross sections

[55] used are from leading-order (LO) calculations at an energy scale Q2 = m2
VLQ

. For

a leptoquark mass of 200 GeV/c2 the SLQ cross section is 0:184+0:018�0:026pb. For minimal

vector couplings the cross section is 2.0 pb, while for Yang-Mills couplings it is 10 pb.

The dominant vector boson backgrounds, from W + jets, Z + jets, and WW

production, are simulated using the VECBOS [56] Monte Carlo program with the

HERWIG [57] program used for parton fragmentation. The fourth background

considered, from top quark pair production and subsequent decay into one or more

muons plus two or more jets, is simulated with the HERWIG [57] Monte Carlo program

at a top quark mass of 170 GeV/c2. All Monte Carlo �les are processed through a

detector simulation program based on the GEANT [58] package.

5.4 Background Studies

The Standard Model backgrounds considered in this work are Z+jets, W +jets,

WW , and tt production. Each of these processes have decay modes to one or more
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muons as well as decays to taus with subsequent cascade decays to muons. In order

to account for the Standard Model backgrounds we calculate the expected number of

events for each of the processes considered after the initial selection. The Z +2 jets

cross section of 9.4 pb is used along with a factor to account for the branching ratio

for Z ! �� processes and the Z ! �� with subsequent decay of the � ! ��. The

calculation of the top quark pair production background uses the D� measured cross

section of 5.5 � 1.8 pb.

For the selection criteria requiring �Sp� �Sp, the WW cross section of 10.4 pb is

used. The W + jets background in this selection is small and does not contribute in

a signi�cant fashion. We do not consider this background further for these selection

processes.

For the �Sp � �Cal a somewhat di�erent selection process is required. First, in

order to simulate a \lost" muon (that is, one that fails to pass the identi�cation

criteria), the second muon in dimuon events (e.g., signal Monte Carlo, Z + jets

Monte Carlo) is dropped from the selection process. The MTC software package

is then used to attempt to \recover" it. For backgrounds with single muon events

(i.e. W + jets) this is unnecessary. These backgrounds contribute via an MTC fake.

An MTC fake is de�ned as an event in which the calorimeter tracks happen to line

up with missing transverse energy due to a neutrino and then pass all of the track

selection criteria. This track will then be mistakenly identi�ed as a muon.

These backgrounds are accounted for using a \fake rate" method. We do this for

two reasons. First, we have found that the Monte Carlo does not model MTC fake

tracks particularly well and second, by using a fake rate calculation we may make

better use of the available Monte Carlo statistics.

To determine the fake rate we use W + jets! e� + jets data. We apply the jet

selection and the muon identi�cation and kinematic criteria outlined above, without
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the requirement that the muon be central. The event is required to have no muons

passing the identi�cation requirements. This is done to insure that any tracks in the

event do not come from good muons, but are fake tracks and that the 6ET in the

event is due to a real neutrino.

We have found that there is a small dependence of the fake rate on the jet

multiplicity, with the fake rate increasing slightly with the number of jets in the event.

We thus adopt the following method. The fake rate is calculated for Njets = 2; 3;� 4

since the fake rate plateaus for Njets > 4. Also, the number of events in the

W+jets! e�+jets data sample with Njets > 4 decreases signi�cantly, so statistical

errors become large for higher jet multiplicity's. The fake rate is determined from the

number of events which have a calorimeter track passing the track selection divided

by the total number of events with Njets = 2; 3;� 4. We then average the fake rates

obtained over the events in our data set with Njets = 2; 3;� 4. As a cross check, we

also calculate the fake rate on a per track basis. This is simply the number of tracks

in the W + jets ! e� + jets data sample which pass the track selection divided

by the total number of tracks in the sample. We then average this over the track

multiplicity in our data set. The results from both methods are consistent. We

obtain a fake rate of (10.8�0.8)%, where the uncertainty is statistical.

To estimate the backgrounds which contribute via a fake calorimeter track we do

not apply the track selection criteria to the Monte Carlo. We require that the event

have at least one track with j�j < 1:7. The event is then accepted and the properties

of the second muon are calculated from the 6ET and the � � � direction of the track

closest to the 6ET . The estimate of the number of events in the data is then multiplied

by 0.108 to account for the probability of obtaining a fake calorimeter track.

For the W + jets background, the VECBOS [56] cross section of 1000 pb is a

leading order result. Next-to-leading order processes may have a signi�cant e�ect
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Table 5.4. Expectation after initial selection.

Type �Sp�Sp Selection �Sp�Cal Selection Total

tt 0.30�0.1 1.7�0.6 2.0�0.6
Z + jets 2.6�0.5 3.0�0.7 5.6�0.9
W + jets || 53�16 53�16
WW 2.0�0.8 0.4�0.2 2.4�0.9

Total Background 4.9�1.0 58�16 63�16
Signal 1.6�0.2 2.2�0.3 3.7�0.5
Data 6 55 61

on our estimation of the W + jets background. To account for this we normalize

the W + jets background to the single muon data in a region where our signal

expectation is very small (less than 0.05 expected events for a leptoquark mass of

200 GeV/c2). We do this by normalizing in the lowest bins of a neural network

Dnn < 0:2 discussed in detail in the following section (see �g. 5.4). We take the

number of events in the data which passed the �Sp� �Cal selection and subtract the

expectations of the other background processes (Z+jets,WW , and tt). TheW+jets

expectation using the LO cross section is 34�10 events, while the expectation from

the data minus the other backgrounds is 42 events. The W + jets expectation is

then normalized to account for this discrepancy. As a cross check we note that

this is equivalent to inating the W + jets leading order cross section by 24% and

is consistent with our expectations of the di�erences between LO and NLO cross

sections. Our normalization is also consistent with the normalization obtained in the

search for �rst generation leptoquarks [59] in the e� + jets decay channel of 20%.
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Table 5.5. Sources of systematic uncertainty.

Source tt Z + jets W + jets WW SLQ

Energy Scale 6.6% 17% 17% 17% 6.6%

High p�T E� 6.4% 6.4% 6.4% 6.4% 6.4%

Multiple Interaction 4.7% 4.7% 4.7% 4.7% 3.1%

Cross Section 30% 10% 15% 15% |-

Trigsim 5% 5% 5% 5% 5%

MC (PDF/Q2/Generator) 10% 10% 10% 10% 10%

Overall Systematic 34% 24% 28% 28% 15%

With the backgrounds thus properly accounted for we have an expectation of

63�16 events in 94 pb�1 of data, consistent with 61 events in the data. The signal

expectation after the initial selection is 3.7�0.5 events. The signal expectations

given in this chapter are all calculated at the minimum of the NLO cross section

(� = 2mSLQ) for scalar leptoquarks at a massmSLQ = 200 GeV/c2. The expectations

for signal and background are shown in table 5.4. The table shows the expected

number of signal and background events after the initial selection is completed.

Expectations are broken down by selection process, and backgrounds are listed

individually as well as collectively. The corresponding number of events in the data

are shown for comparison.

Table 5.5 lists the sources of systematic error for each of the backgrounds

individually as well as for the signal expectation. Trigsim is a software package

which models the hardware triggering system. In the table the error assigned for

Trigsim is an uncertainty in how well the software models the hardware triggering

system. The high p�T e�ciency reects uncertainties in the muon pT resolution and
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Figure 5.1. Transverse energy/momenta of the leading jets/muons.

trigger e�ciencies. No uncertainty is assigned for the signal cross section since this

variation will be used explicitly to obtain the results of the analysis. Muon pT and

jet ET were varied by �� to test the e�ect of the variation on the results. Variations

were small and found to be within the uncertainties assigned in table 5.5.

With the backgrounds properly accounted for we proceed to examine various

distributions for evidence of a signal in our data set. The plots in �g. 5.1 show some

of these distributions. Note that in the plots the hatched boxes show the background
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Figure 5.2. Event invariant mass.

plus the uncertainty on the background, the solid squares are the data with statistical

uncertainties, and the triangles show the expected signal with uncertainties. For

signal and background Monte Carlo both systematic (from table 5.5) and statistical

uncertainties are accounted for in the overall uncertainty. No errors are shown on

zero bins in the histograms. Although there are certainly statistical errors associated

with these bins, the plots would become di�cult to read given the scale if these errors

were included.

5.5 Final Event Selection

Fig. 5.1(a) shows the ET of the leading jet. Fig. 5.1(b) shows the transverse

energy of the second most energetic jet. Figs. 5.1(c) and (d) show the transverse
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momentum of the leading and second leading muons respectively. On plots 5.1(c)

and (d) there is one event in the data which is not seen on the scale presented. The

pT of the leading muon in this event is 899 GeV/c while the trailing muon has a pT

of 753 GeV/c. In �g. 5.2 is shown the event invariant mass. This quantity is the

mass calculated from all muons and jets which pass the selection criteria. As in �g.

5.1 there is one data event which is o� the scale of the plot (in fact, it is the same

event). The event mass is 1844 GeV/c2. From the plots in �gs. 5.1 and 5.2 we see

that the data are consistent with the background expectations.

With an understanding of the background we turn our attention to �nding an

appropriate set of cuts with which to separate the backgrounds from a possible signal.

The �rst selection we apply is to the \sphericity" of each event. The sphericity,

calculated in the center-of-mass frame and denoted as SCM , is de�ned as follows.

One forms the momentum tensor from the direct product of the three momenta of

all of the muons and jets passing the initial selection in each event. The eigenvalues

of the tensor are then calculated. The sphericity is then SCM = 1:5P
p2
(�1 + �2) where

�1 < �2 < �3 are the eigenvalues of the momentum tensor and p2 is the square of

the momenta of the various muons and jets.

As mentioned earlier, if the muon momentum is greater than about 100 GeV/c

the value of the momentum obtained by the muon system is poorly determined due

to insu�cient curvature of the track through the magnetic �eld. However, given the

current mass limits on second generation leptoquarks (184 GeV/c2 from D� and

202 GeV/c2 from CDF), one expects a substantial fraction of the signal events to

have muons with a pT greater than 100 GeV/c. If one of the muons is severely

mismeasured the event loses the expected spherical symmetry and would then tend

to have a very low value of SCM . The event sphericity is shown in �g. 5.3. A selection

of SCM > 0:05 is chosen.



74

Center-of-Mass Sphericity

10
-1

1

10

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

SCM

E
ve

nt
s/

(0
.1

)

Figure 5.3. Event sphericity calculated in the center-of-mass frame.

We see from �g. 5.3 that, for very low values of the SCM , there is little

signal but a substantial number of expected background events. Thus, requiring

a value of SCM > 0:05 not only rejects di�cult backgrounds with little loss in

signal, but also improves the ratio of signal to background. With the selection

requirement of SCM > 0:05 we have 52 events remaining in the data consistent with

an expected background of 53�13 events. The signal expectation remains 3.7�0.4
events. The data event noted in the discussion of �gs. 5.1 and 5.2, with two obviously

mismeasured muons has a center-of-mass sphericity of 0.02 and thus fails to pass this

requirement.

We next turn our attention to �nding an appropriate set of variables with which

to eliminate the bulk of the backgrounds. The set of variables chosen for this purpose
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is Ej1
T , E

j2
T , p

�1
T , p�2T , (Ej1

T +Ej2
T ), mevent, and

E
j1
T
+E

j2
TP

jets E
ji
T

. These variables are then used

as the inputs to a neural network (NN) [60]. The network structure is 7-15-1. The

NN structure refers to the way in which the variables are connected to one another.

In this case, there is a single layer of inputs with 7 nodes corresponding to the seven

input variables. There is a \hidden" layer, so called because it is internal and is

not seen by the user. The hidden layer has 15 nodes. Each node in the input layer

is connected to each node in the hidden layer. The output of the network, known

as the network discriminant (Dnn), is the output layer and contains a single node

or value. This simply means that this network returns a single value as a result.

The value may be loosely interpreted as the probability of a particular event being

a signal event. The network output ranges from zero to one. For a full and detailed

discussion of the construction, training and use of a neural network, the reader is

encouraged to see Appendix B.

The network was trained on signal and background Monte Carlo samples with

a set of loose cuts applied (not as strict a set of requirements as used in the initial

selection). The background sample was a mixture of Z+jets,W+jets, and tt events.

The WW Monte Carlo was not included since this background is small and training

on W + jets events accounts well for the WW backgrounds. The signal sample

used in the training was for a scalar leptoquark mass of 200 GeV/c2. Approximately

3,000 events of signal and background Monte Carlo were used in the training. This

is slightly over twenty times the number of independent variables in the network

(7*15 + 7 + 15 + 1 = 128) and is therefore a su�cient number of training events

for the complexity of the network. The network output is shown in �g. 5.4. The

plot shows the neural network discriminant, Dnn for signal/background/data. The

data points are well modeled by the expected background and there is excellent

separation between signal and background. We see from the distribution that the
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Figure 5.4. Neural Network output.

signal expectation is less than 0.1 events/bin until Dnn > 0:8, while the background

is mostly well below this value.

We note here that it is this distribution which is used to normalize the W + jets

background (discussed in section 5.4). The normalization is performed in the two

lowest bins shown on the plot in �g. 5.4, Dnn < 0:2. We do this because, in this

region there is a very small signal expectation ( less than 0.05 events expected) so

that the normalization is not accidentally accounting for signal events in the data.

Also, since we will ultimately place a selection requirement on Dnn which is greater

than 0.2, the events used to normalize the W + jets background are not in the �nal

sample so that we are not biasing the results by performing the normalization.

In order to convince ourselves that we understand what the network is doing

we have developed a set of simple selections on the input variables of the network
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in an attempt to see what values will produce a high network output. These

selections are: Ej1
T > 65 GeV, Ej2

T > 30 GeV, p�1T > 55 GeV/c, p�2T > 25 GeV/c,

Ej1
T + Ej2

T > 115 GeV/c, mevent > 400 GeV/c2, and
E
j1
T
+E

j2
T

P
jets E

ji
T

> 0:6. These

requirements select those events which tend to have high values of the network

discriminant. When we apply these selections along with the SCM Selection, there

are no events left in the data consistent with a background expectation of 0.7�0.4
events. The signal expectation is 2.7�0.3 events.

We return for a moment to the selection requirement of the sphericity shown in �g.

5.3. We note here that there is a correlation between SCM and Dnn. This correlation

is what makes the sphericity selection so useful in conjunction with the neural

network. Although the network will select events according to the requirements

listed above, it is possible for the network output to be arti�cially high due to an

extremely large value of a single variable (in this case, the muon pT ). However, when

this is the case, the energy distribution in the event becomes unbalanced with the

result that the sphericity tends to be very low. In this way the probability that

mismeasurement of a single object can propagate all the way through the selection

process and cause a background event to pass is lowered signi�cantly.

Returning now to the network output shown in �g. 5.4, we see that we do not

have evidence of a signal. We demonstrate this in the following manner. First, we

apply a loose selection requirement to the events, Dnn > 0:6. For this requirement

we have 3 events in the data consistent with 4.2�1.2 expected background events.

All three events in the data are from the �Sp � �Cal selection, for the backgrounds

there are 3.7�1.2 events expected from the �Sp � �Cal selection and 0.6�0.3 from

the �Sp � �Sp selection. The signal expectation is 3.6�0.4 events (2.1�0.3 from the

�Sp � �Cal selection and 1.5�0.2 from the �Sp � �Cal selection). Table 5.6 shows a

bin by bin breakdown of the Dnn distribution. The number of expected signal and
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Table 5.6. Number of events in each Dnn interval by event type.

Dnn tt Z + jets W + jets WW Total Bkg Sig Data

0.0-0.1 0.3�0.1 4.2�0.7 32�10 2.0�0.8 39�10 0.02�0.01 43

0.1-0.2 0.2�0.1 0.4�0.1 3.2�1.3 0.0�0.2 3.8�1.4 0.02�0.01 3

0.2-0.3 0.2�0.1 0.2�0.04 2.1�1.0 0.0�0.2 2.4�1.0 0.03�0.01 3

0.3-0.4 0.2�0.1 0.1�0.02 1.2�0.7 0.0�0.2 1.4�0.7 0.02�0.01 0

0.4-0.5 0.2�0.1 0.1�0.03 1.2�0.7 0.0�0.2 1.5�0.7 0.03�0.01 0

0.5.0.6 0.1�0.1 0.1�0.04 0.3�0.3 0.0�0.2 0.5�0.3 0.04�0.01 0

0.6-0.7 0.1�0.1 0.1�0.02 1.2�0.7 0.3�0.3 1.6�0.7 0.05�0.01 0

0.7-0.8 0.1�0.1 0.1�0.03 0.6�0.4 0.0�0.2 0.8�0.5 0.06�0.01 2

0.8-0.9 0.2�0.1 0.1�0.02 0.9�0.6 0.0�0.2 1.1�0.6 0.2�0.02 1

0.9-1.0 0.5�0.2 0.2�0.03 0.0�0.3 0.0�0.2 0.7�0.4 3.2�0.3 0

background events are shown in the table for ten bins in the Dnn (the numbers shown

correspond to the distribution in �g. 5.4). We �nd no evidence of an excess over

Standard Model expectations. The highest value of the Dnn found in the data 0.82.

5.5.1 Selection Requirement Optimization

Since we have found no evidence of an excess over Standard Model expectations

in the data set, we shall conclude the search in the dimuon channel by setting a limit

on the pair production cross sections for leptoquarks. To maximize our limit we shall

choose the �nal selection on the Dnn by maximizing a measure of sensitivity. We

de�ne a signi�cance [61] as our measure of sensitivity;

S(Dnn) �
nX

k=0

P (k; b)M95%
A (k; b; s(mLQ)): (5.2)
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In eqn.. 5.2, k is some possible number of events in the data, b is the expected

background, and s is the expected number of signal events for various values of

the leptoquark mass. P (k; b) = e�bbk=k! is a Poisson coe�cient which gives the

probability of �nding k events for a given background expectation b. For example,

for an expected background of 1.2 events, the probability of actually obtaining 1

event is P (1; 1:2) = e�1:21:21=1! = 1:2e�1:2 = 36%, while the probability of obtaining

2 events would be 22%. The Poisson distribution is used as a prior assumption on

the distribution of Standard Model events in the data. M95%
A is an approximate

95% con�dence level mass limit calculated from the expected signal and background

and the various possible number of data k. The approximation made is that the

errors on the signal e�ciencies and the background are not included. There is

approximately a 1% di�erence between the approximate calculation and the exact

mass limit calculated by including all the appropriate uncertainties. S(Dnn) is then

simply the weighted average of the mass limits one would expect given k = 0; 1; : : : ; n

(P (n; k) < 0:05) events in the data. We calculate the signi�cance for a range of Dnn

and set the Dnn selection to coincide with the maximum of S(Dnn).

From the plot shown in �g. 5.5 we choose the selection requirement on Dnn to

maximize the sensitivity S(Dnn). We see from the plot that the sensitivity has a

broad plateau from 0:85 � Dnn � 0:95. We set the �nal selection requirement in the

center of this region at Dnn > 0:9 (which corresponds to keeping only the last bin in

�g. 5.4). For this selection we have no events remaining in the data consistent with a

background expectation of 0.7�0.3 events. The signal expectation is 3.2�0.3 events.
For a background expectation of 0.7 events, the probability of seeing no events in

the data (calculated from P (k; b) de�ned above) is approximately 50%, or about the

same as the probability of seeing any events in the data.
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Figure 5.5. Experimental sensitivity in the ��+ jets decay channel.

Having now set our �nal selection it remains only to use this selection to obtain

results for the leptoquark search in the dimuon channel. This is done in the next

section.

5.6 Limits on Leptoquark Pair Production

With the selection process described in this chapter we �nd the signal detection

e�ciency for a range of leptoquark masses. From these e�ciencies, the expected

background of 0.7�0.3 and the fact that no data events remain after the selection

is complete, we calculate the 95% con�dence level cross section upper limit [62] for

various possible leptoquark masses. It is important to note again that we make

no distinction between the various possible couplings for leptoquarks, but present

a single set of limits valid for any coupling. The signal detection e�ciencies in the
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Table 5.7. Results of the search for leptoquarks in the ��+ jets channel.

SLQ Mass (e��stat�sys) �95%Exp �SLQ �MV �YM

(GeV/c2) (%) (pb) (pb) (pb) (pb)

140 10:2�0:3�1:1 0:33 0:75 20 100

160 14:3�0:3�1:6 0:24 0:34 8:0 50

180 18:7�0:3�2:0 0:18 0:16 4:0 20

200 21:5�0:4�2:3 0:16 0:08 2:0 10

220 22:4�0:4�2:4 0:15 0:04 0:90 5:0

240 23:3�0:4�2:5 0:15 0:02 0:45 2:5

260 23:1�0:4�2:5 0:15 0:01 0:25 1:2

280 25:8�0:5�2:8 0:13 0:12 0:60

300 25:2�0:5�2:7 0:13 0:06 0:35

350 25:4�0:5�2:7 0:13 0:06

400 25:4�0:5�2:7 0:13

dimuon channel, as well as the 95% con�dence level upper limits are shown in table

5.7. Also shown for comparison are the minima of the NLO scalar cross sections and

the LO cross sections for minimal vector and Yang-Mills couplings.

The limits shown in table 5.7 were calculated using a Bayesian [63] approach with

a at prior distribution for the signal cross section. The statistical and systematic

uncertainties on the signal e�ciency, the integrated luminosity, and the background

estimation are included in the calculation with Gaussian prior distributions. For

more detail on the calculation of cross sections limits see Appendix A.

From the cross section limits in table 5.7 we obtain a mass limit for second

generation leptoquarks. We do this by comparing the experimental cross section
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Figure 5.6. Mass limits at the 95% con�dence level from the ��+ jets LQ search.

limits with the theoretical cross sections shown in the table. The comparison is

shown in �g. 5.6. The intersection of the experimental curve with the lower edge of

the theoretical cross section is taken as the mass limit.

The plots in �gure 5.6 are shown for both scalar and vector couplings for two

values of the branching ratio into charged leptons, � = 1
2
; 1. The mass limits

for second generation leptoquarks obtained from these plots are 200, 275, and

325 GeV/c2 for scalar, minimal vector and Yang-Mills couplings with � = 1. For
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� = 1
2
the results from the dimuon channel are 145, 230, and 285 GeV/c2 for scalar,

minimal vector, and Yang- Mills couplings respectively.

5.7 Summary of the Dimuon Search

Before continuing on to the second generation leptoquark search in the muon +

neutrino + jets channel, we summarize here the results from the search in the dimuon

channel. We have used the MTC software package to search for muons in the D�

calorimeter. Muons found in this fashion are added to muons found in the central

region of the muon spectrometer as dimuon events. These are then combined with

dimuon events where both muons were found in the spectrometer. We require these

events to also have at least two good jets and to pass a selection designed to reduce

the rate of cosmic ray muons in the data.

Having selected good dimuon + dijet events we apply a loose selection on the

sphericity of the event, SCM > 0:05. We next optimize our selection on a neural

network with a sensitivity calculation and set our selection at Dnn > 0:9. With

these requirements we �nd no events in the data consistent with 0.7�0.3 expected

background events. The signal expectation, calculated at the minimum (� = 2mSLQ)

of the NLO cross section for a scalar leptoquark mass of 200 GeV/c2, is 3.2�0.3
events. From the signal detection e�ciencies we obtained experimental limits on the

pair production of second generation leptoquarks at D� according to the prescription

set forth in Appendix A.

These experimental cross section limits are turned into 95% con�dence level mass

limits by plotting the cross section limits and �nding the value of the leptoquark

mass for which the experimental limits intersect the theoretical cross sections. These

mass limits are quoted as the results for the dimuon channel found by the search in

this chapter.
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We conclude this chapter on the dimuon search by considering the gain in

e�ciency obtained in this channel by using MTC muons. For a leptoquark mass

of 200 GeV/c2 the total e�ciency is 21.5%. Of this, approximately 60% comes from

including MTC muons. This is similar to the case for 180 GeV/c2 scalar leptoquarks.

By using MTC muons alone, and not including events with two muons found in the

spectrometer, a mass limit of 182 GeV/c2 would be obtained. This is almost the

same as the previous D� limit of 184 GeV/c2.

Using the MTC package therefore allows us to extend the mass limit by 8% (from

184 GeV/c2 to 200 GeV/c2 for � = 1) by conducting a more complete search of the

available data.

We turn our attention next to a search for leptoquark pair production in the

�� + jets decay channel. This work is described in the following chapter.



CHAPTER 6

THE �+ � + JETS DECAY CHANNEL

\No scienti�c activity teeters on the brink between bravery and foolish-

ness more than a search for undiscovered objects justi�ed only by their

necessity in theory". -Stephen J. Gould

6.1 Introduction

In this chapter we shall continue with the second generation leptoquark search

by looking for leptoquark pair production in the �� + jets decay channel [64{65].

This presents a complementary search to that described in chapter 5. Although the

search described is complementary, that is, after the initial selection in this channel

the data sets have no common events, many of the same techniques will be used.

The reason we do this is that, in the previous search in the �� + jets channel, we

searched the single muon data and used the MTC [47] package to �nd additional

muons. Therefore we already have a good technique with which to look for muons

in the single muon data. Also, the backgrounds are the same.

Since there is so much in common between the two searches we shall adopt the

following strategy. The data selection made at both the trigger level and in the

initial selection process will not be described in full here. Rather, we shall note only

the di�erences which exist between the two channels. The reader is to assume that

anything which is not explicitly stated is the same as it was in the previous chapter.

85
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6.2 Initial Event Selection

The event selection at the trigger level is the same as in the dimuon + jets

selection with the following modi�cation. We do not accept events which have two

triggered muons. These we assume are dimuon events. This reduces our initial data

sample from 4580 event to 4330 events, although the luminosity remains the same

(95�5 pb�1), since the single muon and dimuon data sets were taken by di�erent

triggers.

In the initial selection we make the following modi�cations. In the jet selection

we now require two or more jets with ET > 15 GeV and j�jj < 2:0. In addition, we

require the leading jet have j�j1j < 1:5. The muon identi�cation remains the same,

but the kinematic selection is somewhat modi�ed. We require that the muon have

pT > 25 GeV/c and j��j < 0:95. Additionally, we require only one central muon and

no muons passing the requirements in the endcap spectrometers. The requirement

that p�T < 900 GeV/c was removed since the same e�ect will be achieved with the

selection for the neutrino. Also, we do not accept muons in the endcap spectrometers

since in this region we expect a signi�cant fall in the signal to background ratio.

This was less serious in the previous channel since we were able to reduce it with the

requirement of at least one central muon. Were we to allow single endcap muons, after

the entire selection process which comprises this search was complete, we would gain

approximately 9% signal e�ciency at the cost of a 100% increase in the backgrounds.

The next step in the selection process is to look for 6ET which is consistent with

a neutrino. As noted in chapter 4, neutrinos are not detected in the D� detector.

The presence of a neutrino is inferred from conservation of momentum in the plane

transverse to the beamline. The calculation is performed in the calorimeter cells, and

corrections are applied for the calorimeter geometry. We begin the 6ET selection by

correcting the missing ET from the calorimeter for any muons passing our selection
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criteria. This is done because muons are minimum ionizing particles and do not

deposit substantial energy in the calorimeter. They therefore contribute to the

missing transverse energy.

We require that 6ET > 30 GeV. This selection is more stringent than the muon

or jet energy requirements. It is done for two reasons. First, from the results of

the previous chapter the mass limit for leptoquarks with a branching ratio � = 1
2
is

145 GeV/c2. We are now searching in a channel which has it's maximum contribution

at � = 1
2
, and so we expect to be looking for leptoquarks in the mass region above

150 GeV/c2. Therefore we expect that the neutrino from a leptoquark decay will

be substantially more energetic than a neutrino from the decay of one of the vector

boson (W;Z) backgrounds. Second, requiring 6ET > 30 GeV reduces the probability

that there is missing transverse energy due to jet energy mismeasurement or from

uncertainties in the jet energy scale.

The selection requirement for the 6ET is that we do not accept events which have

the missing transverse energy within � � 0:1 radians of the muon in �. That is,

we reject events where ����� [� � 0:1; � + 0:1]. This selection is made because of

the possibility of mismeasurement in the muon pT . If the muon pT is signi�cantly

mismeasured, then the 6ET will point directly away from the muon track after the

correction of the calorimeter based 6ET for the muon passing the muon selection

requirements. If this happens, we are not able to say that there was another particle

which contributed substantially to the 6ET . We are thus unable to conclude that there

is a neutrino in the event. This selection requirement is the one which allows us to

eliminate the requirement p�T < 900 GeV/c in the muon selection. It accomplishes

the same thing, but it is slightly less e�cient. However, it is necessary here because

we are looking speci�cally for a neutrino.
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We next take the 6ET and use the MTC [47] package to search the calorimeter

for tracks which are consistent with a muon. This is done in the same manner as in

the previous chapter. As before, if we �nd a track which passes the track selection

criteria, it is presumed to be a dimuon event. Since we are interested in a �� + jets

signature however, in this case we reject these events.

The �nal steps in the initial selection are to impose two requirements on the

event topology. We require that the opening angle in � between the muon and the

missing transverse energy be greater than 0.3 radians. Additionally, we require that

the separation in the � � � plane between the two leading jets be greater than 1.4.

The selections are then, ���� > 0:3, and �Rj1j2 > 1:4.

These topological requirements are made for the following reasons. In a lepto-

quark pair decay the two leptons (�; �) come from di�erent parent particles. One

leptoquark decays to �q, the other to �q. For this reason the leptons in the event are

at most loosely correlated (there may be small correlations due to the spin for vector

couplings). However, in background events, notably the W + jets backgrounds, this

is not so. The leptons in a W decay both come from the W (W ! ��). One

thus expects that the leptons will emerge back-to-back in the W rest frame. If the

leptons are close together then we may infer that the W which produced them had

a signi�cant momentum (Lorentz boost). This boost is passed along to the daughter

particles and they thus acquire a signi�cant pT= 6ET . The resulting transverse energy

distributions will appear in the detector to look very much like a signal event. Similar

reasoning holds for the jets in the event. Applying these topological requirements

has the e�ect of reducing those backgrounds which are most di�cult to separate from

signal events.

With the initial selection described we have 109 events remaining in the data.

The data reduction is shown in table 6.1.
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Table 6.1. Data reduction in the muon neutrino channel.

Selection Criteria Events Passing

Trigger Selection 4330

Njets � 2 3016

N� = 1 473

6ET Selection 142

���� > 0:3 137

�Rj1j2 > 1:4 109

6.3 Background Studies

The Standard Model backgrounds which we consider here are the same as in the

previous chapter. We consider Z + jets, W + jets, WW , and tt production. Each

of these processes have decay modes to one or more muons as well as decay modes

into taus with subsequent cascade decays to muons. Dimuon backgrounds cannot

be neglected since the probability of one of the muons failing to be identi�ed is not

negligible.

We account for the Standard Model backgrounds in a fashion similar to that in

the dimuon search. The Z + jets cross section of 9.4 pb is used, along with the WW

cross section of 10.4 pb. The calculation of the top quark pair production background

uses the D� measured cross section of 5.5�1.8 pb.
From our previous work in the dimuon channel, we know that the MTC package

does not model fake tracks particularly well. We therefore do not apply the MTC

selection to �� Monte Carlo (e.g., W + jets, signal or WW Monte Carlo). We use

instead the fake rate of 10.8% from the dimuon search and reduce the e�ciencies of

these Monte Carlo events by this amount.
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Table 6.2. Signal and background expectation after the initial selection.

Type Events

tt 2.4�0.8
Z + jets 2.7�0.7
W + jets 101�30
WW 1.5�0.6

Total Bkg 108�30
Exp Signal 4.9�0.7

Data 109

The W +jets Monte Carlo is normalized to the data in the same fashion as in the

dimuon search. We again look at a neural network [60] (to be introduced shortly, see

�gure 6.2) withDnn < 0:2. The signal expectation in this region at a leptoquark mass

of 160 GeV/c2 is approximately 0.1 events. After the normalization the background

expectation is 108�30 events.
We again note that the normalization of the W + jets background is equivalent

to inating the cross section of 1000 pb by 19% and is therefore consistent with the

normalizations found previously of 20% (leptoquarks in the e� channel [59]) and 24%

(leptoquarks in the dimuon channel).

The expected signal and backgrounds are shown in table 6.2. For comparison,

the number of events remaining in the data after the initial selection is shown. Note

that all signal expectations in this chapter are presented for a leptoquark mass of

160 GeV/c2. The calculation is performed at the minimum of the NLO cross section

(� = 2mSLQ) for a branching ratio � = 1
2
. Systematic errors are the same as in the

dimuon search and are shown in table 5-5.
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Figure 6.1. Transverse energy/momenta of the four leading objects.

The events passing the initial selection are shown in �g. 6.1. In the �gure plot

(a) shows the transverse energy of the leading jet, (b) shows the transverse energy of

the second jet. Plot (c) is the transverse momentum of the muon while (d) shows the

missing transverse energy (the transverse energy of the neutrino). As in the previous

search, the muon pT and jet ET s were varied by �� to test the e�ect of the variation

on the acceptances. Variations were small and found to be accounted for by the

systematic uncertainties list in table 5-5.
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6.4 Final Event Selection

With an understanding of the backgrounds we turn our attention to �nding and

optimizing an appropriate set of selection requirements with which to separate signal

and backgrounds. We take as our variable set the transverse energies/momenta of

the four leading objects; Ej1
T , E

j2
T , p

�
T , and 6ET .

These four variables are used as the inputs to a neural network [60] with a

structure 4-9-1. The network was trained on a signal Monte Carlo sample at a mass

of 160 GeV/c2. The sample contained approximately 1,600 events. The background

sample used in the training was a mixture ofW+jets, Z+jets, and tt events. Again,

the WW Monte Carlo was not used in the training since training on the W + jets

sample is su�cient to account for the WW backgrounds. The background sample

contained approximately 2,600 events. The number of independent variables in the

network is 50, thus the size of the signal and background training samples is su�cient

for the complexity of the network. The training was done on events passing the initial

selection, but with the muon and neutrino requirements relaxed to p�T > 10 GeV/c

and 6ET > 10 GeV respectively. Also, the event topology requirements were not

imposed for the training samples. This was done to insure that the sample size was

su�cient for the complexity of the network, and so that the events to which the

network is applied for the �nal selection is not the same set as the events it was

trained on. The signal sample was an independently generated Monte Carlo set.

The network discriminant is shown in �gure 6.2.

From the distributions in �g. 6.2 we see that the data are well modeled by the

backgrounds. Additionally, there is separation between signal and background. The

signal expectation is less than 0.2 events per bin until approximately Dnn > 0:6,

while the backgrounds are mostly well below this value. The distribution shown in

the �gure is that used to normalize the W + jets Monte Carlo to the data. The
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Figure 6.2. Neural Network output for events passing the initial selection.

events used are in the two lowest bins in the plots, Dnn < 0:2. The normalization is

done before the event topology selections are applied (the last two selections in table

6-1).

Since the number of background events is still large. We again turn to a closer

examination of the network distribution. This breakdown of the events remaining

after the initial selection is shown in table 6.3.

From the distribution shown in �g 6.2 and the table 6.3, we see that the data is

well modeled by the background and that we have no evidence for a signal in the

data. We therefore proceed to set a limit on the pair production of second generation

leptoquarks in the muon + neutrino + jets decay channel for a branching ratio � = 1
2
.
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Table 6.3. Number of events in each Dnn interval by event type.

Dnn tt Z + jets W + jets WW Total Bkg Sig Data

0.0-0.1 0.2�0.1 1.9�0.5 74�22 0.6�0.3 77�22 0.04�0.01 74

0.1-0.2 0.2�0.1 0.3�0.1 6.1�2.8 0.4�0.3 6.9�2.8 0.1�0.02 16

0.2-0.3 0.2�0.1 0.1�0.03 5.3�2.5 0.0�0.1 5.5�2.5 0.1�0.02 8

0.3-0.4 0.2�0.1 0.1�0.03 3.0�1.7 0.1�0.1 3.4�1.8 0.1�0.02 2

0.4-0.5 0.1�0.1 0.1�0.03 2.3�1.5 0.0�0.1 2.5�1.5 0.1�0.02 2

0.5-0.6 0.1�0.1 0.1�0.03 1.5�1.2 0.1�0.1 1.9�1.2 0.1�0.03 2

0.6.0.7 0.2�0.1 0.1�0.02 1.5�1.2 0.0�0.1 1.7�1.2 0.2�0.04 2

0.7-0.8 0.2�0.1 0.1�0.02 3.0�1.8 0.3�0.2 3.6�1.8 0.3�0.1 1

0.8-0.9 0.3�0.1 0.1�0.03 4.5�2.3 0.0�0.1 4.9�2.3 0.5�0.1 2

0.9-1.0 0.6�0.2 0.1�0.03 0.0�0.9 0.0�0.1 0.7�0.9 3.3�0.5 0

6.4.1 Selection Requirement Optimization

We optimize our �nal selection requirement in the same fashion as was done in

the ��+jets decay channel. That is, we maximize the measure of sensitivity de�ned

in eqn. 5-1 [61]. Fig. 6.3 shows the sensitivity, de�ned in eqn 5-1, as a function of

the Dnn. The Dnn selection is chosen to coincide with the peak at Dnn = 0:9.

From the plot in �g. 6.3 we see that the sensitivity has a well de�ned maximum

for a network discriminant value of 0.9. We set the network selection requirement to

coincide with this maximum Dnn > 0:9 (corresponding to keeping only the �nal bin

in �g. 6.2). For this selection there are no events remaining in the data consistent

with an expected background of 0.7�0.9 events. The signal expectation is 3.3�0.5
events. We again note that, assuming a Poisson distribution for the backgrounds,
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Figure 6.3. Experimental sensitivity in the �� + jets decay channel.

the probability of obtaining no events in the data for a background of 0.7 expected

events is approximately 50%.

6.5 Limits in the �� + jets Decay Channel

The signal detection e�ciency and experimental cross section limits [62] at the

95% con�dence level are tabulated in table 6.4 for a wide range of leptoquark masses.

As before, the minima of the theoretical cross sections are shown for scalar, minimal

vector, and Yang-Mills couplings. The theory cross sections are shown for a branching

ratio of � = 1
2
. Recall that the branching ratio � is de�ned as the branching ratio

into charged leptons. Thus the branching ratio to neutrinos is given by 1� �. The

branching ratio for a leptoquark pair to decay into ��+jets is then 2�(1��), where
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Table 6.4. Results of the search for leptoquarks in the �� + jets channel.

SLQ Mass (e��stat�sys) �95%Exp
1
2
�SLQ

1
2
�MV

1
2
�YM

(GeV/c2) (%) (pb) (pb) (pb) (pb)

100 3:8�0:2�0:6 0:94 2:8 53 425

120 5:0�0:2�0:8 0:72 2:2 23 145

140 7:3�0:3�1:1 0:49 0:75 10 50

160 10:4�0:3�1:5 0:34 0:34 4 25

180 12:2�0:3�1:8 0:30 0:16 2 10

200 13:5�0:3�2:0 0:26 0:08 1 5

220 14:2�0:3�2:1 0:25 0:04 0:45 2:5

240 15:3�0:3�2:3 0:23 0:02 0:23 1:3

260 15:6�0:3�2:3 0:22 0:01 0:13 0:6

280 16:4�0:3�2:4 0:21 0:06 0:3

300 15:8�0:4�2:3 0:22 0:03 0:18

350 16:5�0:4�2:4 0:21 0:03

400 17:3�0:4�2:6 0:20

the 2 arises because there are two particles which may decay in either mode. For

� = 1
2
the branching ratio to �� + jets is also 1

2
. For details on the construction of

con�dence limits see Appendix A.

The cross section limits from table 6.4 are converted to a mass limit in the same

manner as in the ��+ jets channel. Fig. 6.4 shows the branching ratio times cross

section as a function of the leptoquark mass. The intersection of the experimental

curve with the minima of the theoretical cross sections are the mass limits at the 95%

con�dence level. From the plot in �g. 6.4 we �nd the mass limits for leptoquark pair
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Figure 6.4. Mass limits at the 95% con�dence level from the �� + jets LQ search.

production in the ��+ jets decay channel for equal branching ratios to �q and �q to

be: 160, 240, and 290 GeV/c2 for scalar, minimal vector, and Yang-Mills couplings

respectively.

We now have in hand everything which is needed to complete the search. In the

next chapter we present the combination of the two searches described in this chapter

and the previous chapter, along with the results from a previous leptoquark search

in the �� + jets (� = 0) decay channel. We shall then proceed to obtain the �nal

results of this analysis.



CHAPTER 7

RESULTS

\One should never bet against anything in science at odds of more than

about 1012 to 1 against."{Ernest Rutheford

7.1 Introduction

We proceed to take the results obtained in chapters 5 and 6 and combine them to

obtain the overall mass limits of the second generation leptoquarks. To see why this

combination is both possible and useful, we consider the following case. Take, as an

example, an equal branching ratio for �q and �q decays for leptoquarks. We shall

then have � = 1
2
. Although the ��+ jets and ��+ jets data sets are complementary

(that is, the intersection of the two sets is the empty set), both channels make a

contribution to the total cross section of a leptoquark decay. To see that this is so

we note again the branching ratios for the three possible decay modes for leptoquark

pairs. The branching into �� + jets is �2. For �� + jets the branching ratio is

2�(1��), and for the ��+jets decay mode the branching ratio is (1��)2. Although
we have not conducted a search for leptoquarks in the ��+jets channel, such a search

has been done at D� [66]. We shall use these results for the combination of channels.

If one adds the three branching ratios the sum is 1, as it must be, regardless of the

value of �. However, the relative contribution from each channel to the total varies

as a function of �. For � = 1
2
there is a 50% contribution from the ��+ jets channel,

and 25% contributions from each of the other channels.

98



99

7.2 �� + jets Decay Channel

For the combination we use the D� results of the ��+jets search. This search set

limits on the pair production of scalar leptoquark pairs to be 79 GeV/c2. Note that,

since D� does not directly detect neutrinos, no conclusion may be drawn about

what type of neutrino it is. This limit is therefore independent of the leptoquark

generation. The detector signature for this search was 6ET + jets. It extended

to leptoquarks with masses of 160 GeV/c2. Monte Carlo signal events were later

generated [67] to a leptoquark mass of 200 GeV/c2 and the search was applied to these

signal events. This demonstrated that the signal detection e�ciency had reached a

plateau for masses above 160 GeV/c2. We therefore use the e�ciencies from the

6ET + jets search, and for all masses above 160 GeV/ c2 the e�ciency at 160 GeV/c2

is used.

7.3 Common Systematic Errors

The three channel combination assumes a 13% common systematic error [70].

Although each of the three data sets is complementary, all data taken by D� comes

from the same place, the Tevatron. Therefore the uncertainty on the total luminosity

is common to each channel. Additionally there are common systematic errors due to

the detector and the software used to reconstruct the events and so forth. Assuming

a 13% common systematic uncertainty is a typical value when combining channels

at D�. Again, for details on the construction of con�dence limits, see Appendix A.

7.4 Combining Channels at � = 1
2

The 95% con�dence level [62] cross section limits obtained by combining the three

decay channels in the fashion described above are listed in table 7.1.
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Table 7.1. Combined 95% CL cross section limits for leptoquarks with � = 1
2
.

SLQ Mass �95%Exp �SLQ �MV �Y M

(GeV/c2) (pb) (pb) (pb) (pb)

200 0:29 0:16 2:0 10

220 0:26 0:08 0:90 5:0

240 0:25 0:04 0:45 2:5

260 0:24 0:02 0:25 1:2

280 0:22 0:12 0:60

300 0:23 0:06 0:35

350 0:23 0:06

400 0:22

Note that the cross sections shown in table 7.1 are not multiplied by a branching

ratio since we are accounting for all of the decay modes for leptoquark pairs. Thus

the branching ratio is simply 1.

The cross section limits in table 7.1 are shown in �g. 7.1. The plot shows the

experimental cross section limits from the three channel combination, as well as the

three theory cross section curves for the couplings considered in this work. From the

�gure we obtain the 95% con�dence level mass limits for leptoquark pair production

at � = 1
2
from the combined searches. The combined limits are 180, 260, 310 GeV/c2

for scalar, minimal vector, and Yang-Mills couplings respectively.
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Figure 7.1. Combined leptoquark mass limits for � = 1
2
.

7.5 Results of the search

To obtain the results of this search, we follow the same procedure outlined in the

previous sections. We present, in table 7.2, a summary of the mass limits obtained

by this search for � = 0; 1
2
; 1.

We then compute mass limits for various values of � between 0 and 1. This

has the e�ect of altering the relative contribution of each channel to the total cross

section. For each value of � we obtain a mass limit for each of the couplings under

consideration. These limits are then plotted in the � vs. mLQ plane. The result is an

exclusion contour which shows the restrictions placed on simultaneous values of the

branching ratio to charged leptons and the mass of a second generation leptoquark.

These exclusion contours are shown in �gs. 7.2, 7.3, and 7.4 for scalar, Yang-Mills,
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Table 7.2. 95% con�dence level mass limits for � = 0; 1
2
; 1.

� Scalar(GeV/c2) MV(GeV/c2) YM(GeV/c2)

1 200 275 325

1
2

180 260 310

0 79 160 205

and minimal vector couplings respectively. They represent the results of the analysis.

The area to the left of the outer most curve in each of the �gures is excluded by the

this search.
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Figure 7.2. Exclusion contours for leptoquarks with scalar couplings.
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Yang-Mills Exclusion Contours
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Figure 7.3. Exclusion contours for leptoquarks with Yang-Mills vector couplings.
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Minimal Vector Exclusion Contours
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Figure 7.4. Exclusion contours for leptoquarks with minimal vector couplings.



CHAPTER 8

CONCLUSIONS

\The most exciting phrase to hear in science, the one that heralds the

most discoveries, is not 'Eureka!' (I found it!) but 'That's funny...?' {

Isaac Asimov

We conclude this work by presenting a brief review of the work described in the

preceding chapters. We began a search for second generation leptoquark pairs

with the D� detector at the Fermilab Tevatron. The Tevatron accelerator has a

center-of-mass energy
p
s = 1.8 TeV. We search for the pair production of second

generation leptoquarks in 94 pb�1 of data collected by the D� collaboration from

1993-96.

We considered leptoquarks with scalar, minimal vector (�G = 1; �G = 0), and

Yang-Mills (�G = 0; �G = 0) couplings. We searched for leptoquark pairs decaying

into muons and jets, as well as muons, neutrinos and jets.

In the dimuon + jets decay channel we use the excellent calorimetry available at

D� to search for muons within the calorimeter, in addition to muons identi�ed from

information gathered from the muon spectrometer. Using a complementary selection

process that considered both event topology and energy, we �nd no evidence for a

leptoquark signal in the data.
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We next proceeded to search for leptoquark pair production in the muon, neutrino

and jets decay channel. We again use the MTC software package. In this case,

however it is used as a veto on dimuon events. Again using a complementary selection

process accounting for event topology and energy, we �nd no evidence of a leptoquark

signal within the data.

Having found no evidence for leptoquarks within the D� data, we then proceed

to set limits on the pair production cross sections and mass of the leptoquark for

both scalar and vector couplings. The result is a set of exclusion contours in the

� vs. mLQ plane (�gs. 7.2,3,4). We quote as our results the mass limits for three

speci�c values of the branching ratio for leptoquarks into charged leptons, � = 0; 1
2
; 1.

(The � = 0 result is not derived in the work, rather we use the results of a previous

search in the �� + jets decay channel). For � = 0 we �nd mass limits of 79, 160, 205

GeV/c2 for scalar, minimal vector, and Yang-Mills couplings respectively. For � = 1
2

we obtain limits of 180, 260, 310 GeV/c2 for scalar, minimal vector, and Yang-Mills

couplings. For a branching ratio � = 1, the limits are set at 200, 275, 325 GeV/c2

for scalar, minimal vector, and Yang-Mills couplings, respectively.

These results extend the previous D� limits by 8% (� = 1 for scalar Leptoquarks)

and 22% (� = 1
2
). The dramatic increase in the mass limit for � = 1

2
comes about

because we have considered the �� + jets decay channel, which the previous work

did not include. The current limits on second generation leptoquarks from CDF are

202 GeV/c2 for � = 1 and 160 GeV/c2 for � = 1
2
. Both of these limits are obtained

from a study of the ��+jets decay channel, and did not consider the ��+jets decay

mode. Additionally, neither of these previous searches considered second generation

Leptoquarks with vector couplings. Additionally, in order to compare the results of

D� and CDF for � = 1, it is necessary to note that the two collaborations set mass

limits in slightly di�erent ways. D� sets a mass limit where the experimental cross
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section limits are equal to the minimum of the theoretical cross section (� = 2mSLQ).

This is a matter of making a conservative claim. CDF sets mass limits at � = 1
2
m.

For scalar leptoquarks the di�erence in the NLO cross section between � = 1
2
mSLQ

and � = 2mSLQ is approximately 8 GeV. Had we set the limits in this work in the

way that CDF does, the result for scalar leptoquarks at � = 1 would be 208 GeV/c2

instead of 200 GeV/c2. Thus, while the D� result is slightly less than the limit from

CDF, it represents a more stringent criteria.

We have thus presented in this dissertation results on searches for second

generation leptoquarks which are more complete than the previously existing work.

In those cases where limits previously existed from the collider experiments at

Fermilab, the results presented herein are better than or comparable to the existing

limits.



APPENDIX A

CALCULATING LIMITS

\There are an essentially in�nite numbers of stars in the universe. There

are, however, only a �nite number of habitable planets. Not all of the

planets are actually inhabited, so the number of inhabited planets is an

even smaller �nite number. Since any �nite number divided by in�nity is

zero, the population density of the universe is exactly zero, and anyone

you meet is �gment of your imagination."{Douglas Adams, from The

Hitchhikers Guide to the Galaxy.

Herein we outline the procedure used by the D� collaboration to construct 95%

con�dence level cross section limits. This procedure has been set forth in reference

62 on which we have relied for the outline in this appendix. For a complete treatment

of the theory of probability the reader is recommended to consult reference 68.

Further information about the construction of con�dence limits may be obtained

from references 69 and 70.

For some discrete variable, A, the probability of the proposition A, given that

another proposition, B, is true is P (AjB). For continuous variables, x, the probability
becomes a probability density function denoted in the same fashion, P (xjB). The

probability of X having it's value between X and X + dx, given B, is P (xjB)dx. To
denote all of the relevant information known prior to the calculation of interest, we

use the variable I.
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The D� collaboration uses a Bayesian technique to set cross section limits. That

is, the calculation is based upon Bayes' Theorem.

P (AjBC) = P (BjAC)P (AjC)
P (BjC) (A.1)

Bayes' theorem relates the prior information to the knowledge of the parameters

obtained after the data have been studied. The relationship proceeds through the

likelihood function and some normalization constant determined from

X
allA

P (AjBC) = 1: (A.2)

We shall relate the general form of Bayes' theorem to the speci�c case under

discussion later in the text. The calculation follows several steps, which we outline

below.

The �rst step is to de�ne the model. For a new particle search the accepted model

is the total number of expected events from signal and background, �. � is related to

the signal cross section �, the signal detection e�ciency �, the integrated luminosity

L, and the expected background b.

� = b+ L�� (A.3)

For various cases the expected background may be a more complicated expression

consisting of many di�erent processes, each with it's own acceptance, cross section,

branching ratios, etc.

The second step is to determine the likelihood function for the data, given the

model. For a counting experiment such as this work the accepted likelihood function

is a Poisson distribution with some expectation value (mean) �. The probability of

observing k events in the data given an expectation value � is

P (kj�; I) = e���k

k!
(A.4)
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where I is again all of the relevant prior information. We see here a similarity

between eqn. A-2 and the de�nition of P (k; b) from eqn. 5-2. Indeed, these were

the considerations which lead to the development of eqn. 5-2 as a useful form

of determining optimal selection criteria. Given the model described above, the

likelihood function is

P (kj�;L; �; b; I) = e�(b+L��)(b + L��)k
k!

(A.5)

giving the probability of observing k events in the data given �;L; �, and b.
We next assign the prior probabilities for each of the parameters. The available

information available prior to the analysis of the data (e.g., the integrated luminosity

within some error) is used to determine the prior probabilities for each parameter in

the likelihood function. For this case there are no correlations between the parameters

and the probability density may be factorized into a product of independent prior

functions. P (�; �jI) = P (�j�I)P (�jI) = P (�jI)P (�jI), assuming that � is not

dependant on � so that P (�j�I) = P (�jI), where � = �(b;L; �) represents all of

the parameters except for �, the signal cross section.

Our knowledge of the e�ciency, integrated luminosity and the background

estimation are included as Gaussian prior distributions.

P (xjI) =

8>><
>>:

1
�x
p
2�
e
� (x�x)2

2�2x if x > 0

0 if x � 0

(A.6)

where x may be �, L, or b.
The signal cross section is more problematic since the theory of \uninformative

priors" is the least developed portion of Bayesian probability. We use a �nite at

prior of the form

P (�jI) =

8>><
>>:
1=�max if 0 � � � �max;

0 if � � 0

(A.7)
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where �max is chosen su�ciently large that the probability of � > �max is negligible.

We next apply Bayes' theorem to �nd the posterior probability. That is, Bayes'

theorem is used to invert the likelihood function from a probability of �nding k events

in the data given I, to a likelihood for a signal cross section given kjI. The connection
of the abstract statement of Bayes' theorem in eqn. A-1 to the case in hand is as

follows.

1.) A� signal cross section between � and �+d�, integrated luminosity is between

L and L + dL, signal detection e�ciency between � and � + d� and background is

between b and b + db;

2.) B � k events are observed in the data;

3.) C � all relevant prior information, including the description of the knowledge

of the parameters �;L; �, and b along with the assumptions used in building the

model.

Bayes theorem then becomes

P (�; �jk; I) = N
e�(b+L��)(b + L��)k

k!
P (�jI)P (L; �; bjI) (A.8)

where the constant, N , is determined from the normalization condition

Z 1

0

d�

Z 1

0

dL
Z 1

0

d�

Z 1

0

dbP (�;L; �; bjk; I) = 1 (A.9)

Next we integrate out the nuisance variables. Since we are interested in the cross

section and not the integrated luminosity, the e�ciency, or the background these are

known as nuisance variables. We integrate over the appropriate variables to remove

them. The resulting posterior distribution is then

P (�jk; I) =
Z 1

0

dL
Z 1

0

d�

Z 1

0

dbP (�;L; �; bjk; I) (A.10)
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P (�jk; I) is now the probability distribution for a signal cross section given the

observed number of events in the data, k, and the relevant prior information I. The

95% con�dence level cross section upper limit is obtained by requiring that

0:95 =

Z �UL

0

d�P (�jk; I) (A.11)

where P (�jk; I) is the normalized posterior probability distribution and �UL is the

cross section upper limit which we seek.

In practice the posterior distribution is calculated using a program called LIMIT.

The program performs a Mote Carlo integration to solve the integrals and accounts

for correlations between the errors.

Finally, we consider the combination of channels. For n independent channels (as

we have in this work for n = 3), the probability for observing k events in the data is

simply

P (kj�; I) =
nYYY
i=1

P (knj�n; I) (A.12)

The rest of the calculation follows directly from the work already presented. For

this case we take common systematic errors to be 13% since, although the channels

are independent of each other, all of the data taken ultimately comes from the same

source and is reconstructed by the same software, etc.



APPENDIX B

NEURAL NETWORKS

\A neural network is just a computer program. That's all it is. It'll do

what you tell it. So, if you tell it the wrong thing, it'll do the wrong

thing. The old rule of GIGO applies" { Dan Karmgard, response to a

question during a presentation.

B.1 Neural Network Overview

Since the analysis presented in this dissertation is heavily dependent on neural

networks and they are all to often treated as \black boxes", we shall endeavor in this

appendix to set forth the information necessary so that the reader may understand

how the network operates. It will be useful to keep the quote at the beginning of the

chapter in mind. Neural Networks are much like any other computer program and

GIGO (Garbage In, Garbage Out) applies. Neural Networks are not magic bullets

and their use does not mean that no thought is required.

They do have several strengths. First, they provide an e�cient means of mapping

several variables onto a single variable. This makes the process of picking a selection

criteria much easier. Second, the neural network is nonlinear. This means that the

selection criteria is not necessarily a box in the space of the variables used. To see

this, imagine that we wish to select events on the basis of two variables, (x; y). If we

make a plot of the events in our sample in these two variables we see some distribution

in the scatter plot. Requiring x > x0 and y > y0 will impose a box on the scatter
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plot. Using a neural network one could have a curve. Imagine for a moment that the

curve is a circle of radius r. Then one could require that only events which lie within

the circle in the x � y plane such that x2 + y2 � r2 are accepted. This may be a

more e�cient means of keeping signal and rejecting background than a simple box.

The network will probably not result in a simple circle, but the idea is the same.

Additionally, the network allows a simple extension into higher dimensional spaces.

Using three or four or more variables in a network is no more di�cult than using

two, it is just much more di�cult to see.

We shall begin this appendix by introducing the necessary terminology and

jargon, and describe the type of network used in the analysis presented in chapters

5 and 6. We shall then proceed to work out the �rst few cycles of the training for

a simple neural network by hand, so that the reader may become familiar with the

way in which the network functions. Although the network we use as an example

will necessarily be simple, generalization to more complex network structures is

straightforward.

For reference, the network we have used in the analysis in chapters 5 and 6 is a

modi�cation of the Lund network using JETNET [71]. Additionally, we have found

reference 72 to be an excellent work for the understanding of neural networks.

B.2 Neural Network Basics

Neural networks are an attempt to mimic, with a computer program, the way

in which learning takes place in humans. A stimulus is presented to the senses

(the Input Layer), the information is processed internally (the Hidden Layer), and

a conclusion is drawn (the Output Layer). The goal of the network is pattern

recognition, something at which people excel but computers have problems with.

The networks used in this work are all trained with a process known as Supervised
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Learning. Events are presented to the network at the input layer during training.

The network is told what the event is to represent (signal or background) and what

the desired result is (output of 1 for signal and output of 0 for background). The

network processes the inputs through the hidden layer and then compares the result

at the output layer with the result that is desired. This comparison is then used

to modify the processing earlier in the network to bring the actual output closer to

the desired output. The process continues until the updating results in changes that

are less than some speci�ed amount. That is, the network output converges to some

particular value, within some given tolerance.

Once convergence has taken place, the network structure and the values it uses

for internal processing are written out as a FORTRAN program which may be used

on other events. These new events are presented at the input layer and a value for

the output is calculated. The output for the networks in this work is between 0 and

1. The value of the network output may be thought of as the probability that a

particular event is a signal event. That is, for output values which are close to 1, the

event in question �ts the pattern of a signal event very well, while values close to 0

imply that the event does not �t the hypothesis of a signal event well.

Although a neural network may have any structure desired, the networks we use

are all of the same basic type. They are known as Feed-Forward Back-Propagating

networks. Back-propagation refers to the manner in which the network updates the

internal values during training. Feed-forward refers to the direction in which values

are propagated through the network. We shall treat each of these in turn.

A network is composed of Layers, the layer structure is shown in �g. B-1. The

diagram is for a 2-2-1 neural network. The circles on the left represent the inputs

(labelled x and y). These Neurons constitute the input layer. The two circles

in the middle represent the hidden layer, and the rightmost circle represents the
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Neural Network Schematic

Figure B.1. Network diagram showing layering, connectivity, and the direction of
information ow of a feed-forward neural network.

output layer. Each of the circles represents a value input to or calculated within

the network. These values are known as neurons or nodes (nodes comes from the

computer terminology to refer to the existence of a particular computer on a network).

The arrows on the diagram show the connections between the neurons. Note that

each neuron in a particular layer is connected to all of the neurons in the subsequent

layer but that none of the neurons is connected to any other neuron within the same

layer. This is what is meant by feed-forward. The connections are all in the direction

of the ow of information through the network.

Back-propagation is the term used to describe how the network learns. On

completing a calculation the network has a value at the output layer. This value

is compared to the desired value (e.g., 1 for signal events). A calculation is then

made (to be done explicitly later) which takes into account the di�erence between

the desired and actual output, the current weights in the network, the values output

by the various neurons and the learning rate parameter. The learning rate is a number
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which is set for the network that governs how much of a change to introduce on each

pass during the training. Once the error is determined and propagated backwards

through the network a new cycle in the training begins. This continues until the

values at the output layer change by less than a set amount between subsequent

cycles, or until a speci�c number of training cycles have been completed.

In �g. B-1 each arrow has associated with it some number (w11, etc). These

numbers are the weights. The weights are the numbers which actually determine

how the network calculates the output. When a given input is presented, the value

at the �rst neuron in the hidden layer is calculated from xw11+yw21, while the value

at the second neuron is calculated from xw12+yw21
1. These weights are the numbers

which are changed during the training.

From the values which are passed into the network, the output of each of the

neurons is calculated from a Sigmoid Function. There are many ways to calculate

the output of the neurons of course, but this is what is used in the networks which

we work with in chapters 5 and 6. The sigmoid function we use is de�ned as

g(x) = 1=(1 + e�2x), where x is the value of all connections into a neuron in the

subsequent layer. Thus, the value coming into the �rst neuron in the hidden node

is 1=(1 + e�
2
T
(xw11+yw21)) and similarly for the second neuron. As a �nal matter, the

input is scaled by a constant called the temperature T shown in the formula above.

The temperature is a parameter which is set for the network and does not change.

1The network may also contain a threshold and a bias. The actual value at the �rst neuron is

g(xw11+ yw21+ b1)�1(xw11 + yw21+ b1� �0) with �(x� �0) a step function and b1 a constant. In

order for a neuron to �re (pass its value to the next neuron) it must have a minimum value, and

regardless of the inputs the minimum value will be b1. Thresholds and biases are also determined

during the training of the network. Our networks contain biases but no threshold functions. Also,

in the LUND network, the biases are known as thresholds.
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Putting the entire calculation together, the value at the output for a feed-forward

network using a sigmoid function is

Oi(~x) = g

"
1

T

X
j

hjg

 
1

T

X
k

wjkxk + bj

!
+ bi

#
(B.1)

where the wjk and hj are the weights and the bi, bj are possible bias values on the

various connections. Again, we shall not use biases in the simple example network

for this appendix. The subscript i in eqn. B-1 refers to the value of the ith output

node. In this work we use only networks with a single value at the output, so the

subscript and summation may be safely ignored.

In the following sections we shall calculate explicitly the adjustment to the weights

which takes place during training and the output of a completed network.

B.3 Network Training

There are a number of things to consider when designing and training a network.

The �rst is the size of the network, which determines the complexity. The number

of free parameters in a network is given by I �H + I +H + O, where I = number

of input neurons, H = number of neurons in the hidden layer, and O = number

of neurons in the output layer. In order to have a su�ciently trained network one

requires at least an order of magnitude more events on which to train than there

are free parameters in the network. So, for the 2-2-1 network shown in �g. B-1 the

number of free parameters is 9. Hence one requires a minimum of 90 events each of

signal and background with which to train the network. A related question is how

many neurons to use in the hidden layer. This is a subject for which there is no

clear answer. We have used the rule of thumb that the number of hidden neurons

should be in the range 2I � 1 for the networks in this analysis. (The network we

use as an example in this appendix uses only 2 hidden neurons for simplicity). The

reason for the rule of thumb quoted above is that, for H < 2I � 1 there may not
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be a su�cient number of degrees of freedom with which to take advantage of the

correlations that exist between the input variables. For H > 2I+1 the network may

attempt to use correlations that don't actually exist. In general, there is typically

about a 1% di�erence in performance between networks with 2I � 1, 2I, and 2I + 1

hidden neurons.

The next thing to note is that networks function best if the inputs presented are

between the values of 0 and 1. Thus, the inputs to the network are normalized. In

practice what this means is that one looks at the distributions of all events which

are to be used in the training and divides the inputs by the highest value of the

variables. So, in the network from chapter 5, the input of the leading jet ET is

actually ET=490, this being the highest value of the leading jet ET in the signal and

background samples used in the training. In this way all of the inputs to the network

are constrained between 0 and 1.

Finally, one must take care that the network is not biased by the training sample.

There are two components to this. First, one requires a su�cient number of events

on which to train. This way the network is not arti�cially inuenced by individual

events. Second, an independent sample is used for the training. In this fashion the

network is not being used on the same events on which it was trained. In our case,

the signal sample was a di�erent Monte Carlo set. For the backgrounds, no such

independent set was available. We therefore chose to train the network on events

which had looser requirements than the initial cuts detailed in the analysis chapters.

In this way the network training samples were not the same events as those on which

it is used to determine expected signal and background estimates.

Finally, one must determine the temperature and learning rate parameters to use.

As with the number of hidden neurons, these parameters are the subject of much

passionate discussion. We state without justi�cation that the values we used are
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T = 1.0 and 0.01 for the learning rate. Additionally, we have used a training which

requires 5,000 cycles and does not end early even if the network is converging.

B.4 Example of Network Training

We now turn to working out an example based on the network in �g. B-1. We

shall take our desired outputs to be 1 and 0 for the training vectors (0.85,0.74) and

(0.09,0.12) respectively. The weights are randomly assigned initially. The training is

used to adjust the weights. The network contains 6 weights

[W ] =

0
@w11 w12

w21 w22

1
A (B.2)

for the weights between the input and hidden layers and

~h = (h1; h2) (B.3)

for the weights between the hidden and output layers. The other three degrees of

freedom are the biases which we have set to 0. The random values assigned at the

beginning of the training are

[W ] =

0
@�0:1 0:18

0:42 0:8

1
A

~h = (�0:1; 0:18)

(B.4)

where we note that, for simplicity the initial weights assigned in ~h are the same as

the upper row in [W ]. The training of the network is broken down into cycles and

patterns. A pattern is one of the input vectors being used for training, along with

the desired network output for that vector. A cycle is one complete pass through all

training patterns. Our training here will use 1,000 cycles over the two input patterns

with one update (adjustment of the weights) per pattern. The �rst two cycles will

be fully detailed and we shall then present the fully trained network.
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In order to understand how the network is trained we shall require the following

equations,

�NN = desired network output - actual network output

bi = �NN � hi � O1
i � (1� O1

i )

hi = hi +�NN � � � O1
i

wij = wij + Ii � � � bj

(B.5)

where �NN is the error on the network output after a speci�c pass, bi is the error to

be back-propagated through the network, � is the learning rate (which we have set

to 0.2 in order to speed up the learning process), O1
i the input into the i

th neuron in

the hidden layer, and Ii is the i
th element of the input vector. Additionally, we shall

denote the network output as a function of the input vector by ONN(x; y).

On the �rst pass of the training, the input into the hidden layer is calculated

from the input vector (0:85; 0:74). The input into the �rst neuron in the hidden layer

is 1=(1 + e�2(I1w11+I2w21)) = 1=(1 + e�0:4516) = 0:6110. The input into the second

neuron is 1=(1 + e�2(I1w12+I2w22)) = 0:8161. From the hidden layer the output of the

network is 1=(1 + e�2(0:6110h1+0:8161h2)) = 0:5428 = ONN . From this we may calculate

the quantities we require to adjust the weights. �NN = 1:0 � ONN = 0:4572. The

adjustments to the weights between the hidden and output layers are calculated from

eqns. B-5 as

h1 = h1 +�NN � � � O1
1

= �0:1 + 0:4572� 0:2� 0:6110

= �0:04413

h2 = h2 +�NN � � � O1
2

= 0:18 + 0:4572� 0:2� 0:8161

= 0:2546:

(B.6)
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In order to calculate the adjustments to the weights between the input and hidden

layers we must �rst calculate the errors which are to be back-propagated. From the

de�nitions in eqns. B-5 we have

b1 = �NN � h1 �O1
1 � (1�O1

1)

= 0:4572� (�0:1)� 0:6110� (1� 0:6110)

= �0:0108

b2 = �NN � h2 �O1
2 � (1�O1

2)

= 0:4572� 0:18� 0:8161� (1� 0:8161)

= 0:0124:

(B.7)

We may now obtain the adjustments to the weights in [W ].

w11 = w11 + I1 � � � b1

= �0:1 + 0:85� 0:2� (�0:0108)

= �0:1018

(B.8)

w12 = w12 + I1 � � � b2

= 0:18 + 0:85� 0:2� 0:0124

= 0:1821

(B.9)

w21 = w21 + I2 � � � b1

= 0:42 + 0:74� 0:2� (�0:0108)

= 0:4184

(B.10)

w22 = w22 + I2 � � � b2

= 0:8 + 0:74� 0:2� 0:0124

= 0:8018:

(B.11)
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After training on a single pattern (0:85; 0:74) with desired output 1 the weights are

adjusted to be

[W ] =

0
@�0:1018 0:1821

0:4184 0:8018

1
A

~h = (�0:0441; 0:2546)

(B.12)

whereupon the network proceeds to the next pattern. We shall continue to detail the

training of the network, but henceforth we shall not detail the arithmetic involved in

each calculation. The training is an iterative process and the formulae are the same

for each update, only the weights and the quantities which are calculated from them

change.

The next pattern presented to the network for training is the vector (0:09; 0:12)

with a desired output of 0. The inputs into the hidden layer are calculated from

the vector and the updated weights from the previous pattern. The input into the

�rst hidden neuron is 0:5205 and the input into the second hidden neuron is 0:5561.

The network output is then 0:5590. From this we calculate the error in the network

output to be �NN = 0 � 0:5590 = �0:5590. The errors to be back-propagated are

b1 = 0:0062 and b2 = �0:0351. From these we �nd the updates to the weights to be

made as a result of this pattern to be

[�W ] =

0
@0:0011 �0:0006
0:0001 �0:0008

1
A

�~h = (�0:0582;�0:0622)

(B.13)

from which we obtain the new weights
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[W ] =

0
@�0:1017 0:1815

0:4185 0:8010

1
A

~h = (�0:1023; 0:1925)

(B.14)

which completes the �rst training cycle of the network. We now move to the second

cycle of network training by revisiting the �rst input pattern with the revised weights.

The network output from the �rst pattern in the second cycle is 0:5472 resulting in

an error �NN = 0:4528. The back-propagated errors are~b = (�0:0110; 0:0130) which
result in a new set of weights

[W ] =

0
@�0:1036 0:1837

0:4169 0:8029

1
A

~h = (�0:0471; 0:2664)

(B.15)

which are then used in the training of the network on the next pattern. The network

output in the second cycle of pattern 2 is ONN = 0:5615 which gives a network error

of �NN = �0:5615. The errors to be back-propagated are ~b = (0:0066;�0:0369).
From these quantities we calculate the updated weights to be

[W ] =

0
@�0:1035 0:1830

0:4171 0:8020

1
A

~h = (�0:1055; 0:2039)

(B.16)

which completes the second cycle. We shall not present any more detail on the

training of the network. We simply note that, after the full training of 1,000 cycles

the weights are

[W ] =

0
@ �1:672 0:8216

�0:1514 1:050

1
A

~h = (�7:589; 2:351)

(B.17)
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and the output errors on the network output are 0:0220 for the �rst pattern and

�0:0294 for the second pattern. Thus the network returns an output of 0:9780

for the training vector (0:85; 0:74) and an output of 0:0292 for the training vector

(0:09; 0:12). We can see that, although the changes in any one training cycle are

small, after many cycles the e�ect is quite dramatic.

Before proceeding to an examination of the network a �nal comment on training

is in order. Having worked through the �rst two cycles of network training by hand

we are now in a position to quantify the statement made at the beginning of this

appendix that the use of a neural network does not mean that no thought is required.

If one examines the updates that are made to the weights during the two training

cycles we see that the weights tend to oscillate further and further apart as each

pattern is used. This is because the training vectors were su�ciently di�erent to be

good discriminators on their own. Had this not been the case, the weights would

have oscillated back and forth without achieving separation. That is, the changes

to the weights induced by one pattern would have been largely undone by the next.

In the end, the network would not have achieved signi�cant separation between the

patterns.

We may thus draw this conclusion, when used with a set of variables which are

themselves good at discriminating signal from background, a neural network can

improve the e�ciency of retaining signal and rejecting background (this is usually

quanti�ed by attempting to maximize some form of S=(S + B), where S stands for

the expected signal and B the expected background). However, if the set of variables

input to the network are not su�cient to discriminate signal from background on

their own, the network will not be of any help. Thus the use of a neural network in

an analysis requires su�cient consideration to determine a proper set of variables,
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as well as the appropriate constants which govern the training and operation of the

network.

B.5 Neural Network Usage

We now proceed with the neural network which we trained in the previous section.

We have run 10 vectors through the network and the network output for each vector

is shown below.

ONN(0:91; 0:83) = 0:9817

ONN(0:23; 0:32) = 0:2671

ONN(0:01; 0:15) = 0:0104

ONN(0:78; 0:42) = 0:9642

ONN(0:50; 0:50) = 0:8772

ONN(0:00; 0:00) = 0:0053

ONN(1:00; 1:00) = 0:9854

ONN(0:45; 0:76) = 0:8821

ONN(0:75; 0:75) = 0:9710

(B.18)

We now have a properly trained neural network which may be used to discriminate

between two types of vectors. The \signal" vectors which are represented by

(0:85; 0:74) are those which will occupy the upper right-hand corner of the normalized

x�y plane and the \background" vectors, represented by (0:09; 0:12) which lie in the

lower left-hand corner of the x � y plane. The discriminating power of the network

is very good, but that is because the training patterns were selected purposefully

so that they could be easily separated. Also note that we used only two training

patterns for simplicity when the complexity of the network actually calls for training

over approximately 200 patterns. Due to the simplicity of separating the two vectors
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used for the training however, we were able to achieve good results with a very small

training set.

We now draw an analogy which will hopefully make clear the sort of thing that

the network is doing. We are using the network to search a phase space de�ned by the

x�y plane between 0 and 1. Those vectors in eqn. B-15 which have a high value of the
network output are also those which are closer to the \signal" vector. For example,

consider the vector (0.5,0.5). The distance in the x� y plane between (0.5,0.5) and

(0.85,0.74) is 0.42 (from the Pythagorean theorem d =
p
(x1 � x2)2 + (y1 � y2)2 )

while the distance to the \background" vector is 0.56. Thus the vector (0.5,0.5) is

closer to the pattern represented by the signal vector and as such receives a high

output from the network. Those vectors which are closer to the background vector

all receive a low value of the network output. This is a very simple example of the

pattern matching which was mentioned at the beginning of this appendix.

Suppose now that the network had been trained on a large sample of signal

and background vectors. The adjustment of the weights in the network would

have corresponded to selecting a representative pattern for signal and another to

background. Each vector which was then run through the network would receive

an output which classi�ed how well it matched the patterns against which it was

being compared. This would correspond to calculating the distance between the test

vectors and the representative patterns within the network. The calculation of the

distance is analogous to the operation of the network, but the network does internal

calculations in a much more sophisticated manner.

B.6 Conclusion

We note that the network which we have explored in this appendix achieves good

separation between signal and background due to the simplicity of the problem. In a
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real application, the networks used are much more complex. In addition, the problem

of separating signal and background is much more complex. Most of the time the

signal and background are not obviously separated in the phase space of the variables

used in the network. Rather, there is some overlap.

To visualize this problem, imagine that the set of signal vectors in the x � y

plane was contained in a semicircle of radius 0.7 centered on the point (1; 1) and the

background occupied a circle of radius 0.6 centered about the origin. In each case

we should also imagine that the density of points for each type is highest toward the

center of the respective circles and falls slowly as one looks out toward the edges.

This is a more realistic situation.

The signal and background may be separated, but there is signi�cant overlap

between them. The training of the network will pick representative vectors against

which test vectors may be compared, and the network version of distance will be

calculated. But, because of the overlap between signal and background, the network

output will form a continuous curve with some background events receiving high

scores from the network while some signal events receive low values. There will not

be a way to place a selection cut on the network output without losing some signal

and retaining some background as there is in the example presented here. Neural

networks are not magic bullets, but used properly and with caution, they allow a

signi�cant increase in our ability to �nd a small signal in a large noise.

We conclude this appendix with the following example. People are exceptionally

good at pattern recognition. When we encounter a chair which has a design di�erent

from any we have seen before, we are not confused. We recognize it immediately as

a chair. We do this through pattern recognition. Our eyes report to us that this new

object conforms to the pattern we know as chairness. It has some number of legs

and a part on which to sit and (usually) a piece against which we may rest our back.
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Neural networks are the attempt to teach a computer to do the same thing.

The training routine of supervised learning (which corresponds to our childhood,

supervised by our parents) presents to the network some number of patterns which

represent di�erent things (signal or background). The network learns by adjusting

the weights between the various neurons. On completion of this learning process the

network is used to attempt to match other vectors to the patterns it learned during

the training period.

While neural networks may seem to be exotic \black boxes", they are in fact just

one of many tools to be used in data analysis. The process of learning is complex

though not di�cult to understand, but their use is fairly simple and straightforward.

We have presented, in this appendix, the knowledge necessary to understand how

a neural network functions and the reader is now better able to judge the analysis

presented in this dissertation.
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ERRATUM

After publication of this dissertation it was found that one of the selection criteria

listed was not applied in the way in which it was reported. The cut in line 6 of

table 5.2, is listed as �RCal�jets > 0:5. In fact, the cut that was applied was not

�R =
q
��2Cal�jets +��2Cal�jets > 0:5 but

p
(�Cal � �jets)2 + (�Cal � �jets)2 > 0:5.

While this is not a physically meaningful selection, it was applied consistently to

both data and Monte Carlo. Therefore the numbers reported for backgrounds, data,

and signal e�ciency are valid.

The analysis was changed, however, for the internal notes and the journal

publication to remove the physically meaningless selection. With the MTC track

selection as it was, the MTC fake rate is 10.8%. If this error is corrected the MTC

fake rate is reduced to approximately 4%. If this cut is removed entirely then the

MTC fake rate becomes 11.3%. This is what was done for publication. With the

new fake rate , the normalization for the W + jets cross section is calculated to be

18%. These changes introduce small changes into the analysis. For example, in the

��+ jets search there are 62 events after the initial selection instead of 61, while in

the �� + jets search there are 107 rather than 109. The backgrounds become 63�16
(��+ jets) and 106�30 (�� + jets) after the initial selections.

The signal e�ciencies change only slightly. Final e�ciencies are within 0.1% of

the values listed in chapters 5 and 6. The limits on the cross sections do not change

appreciably, and the mass limits remain the same.

Thus, while the details of the search have changed slightly, the changes are minor

and the results remain consistent.


